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Abstract. In this work, we propose nonlinear conjugate gradient methods for finding critical points of vector-valued functions with respect to the partial order induced by a closed, convex, and pointed cone with nonempty interior. No convexity assumption is made on the objectives. The concepts of Wolfe and Zoutendijk conditions are extended for the vector-valued optimization. In particular, we show that there exist intervals of step sizes satisfying the Wolfe-type conditions. The convergence analysis covers the vector extensions of the Fletcher–Reeves, conjugate descent, Dai–Yuan, Polak–Ribière–Polyak, and Hestenes–Stiefel parameters that retrieve the classical ones in the scalar minimization case. Under inexact line searches and without regular restarts, we prove that the sequences generated by the proposed methods find points that satisfy the first-order necessary condition for Pareto-optimality. Numerical experiments illustrating the practical behavior of the methods are presented.

Key words. vector optimization, Pareto-optimality, conjugate gradient method, unconstrained optimization, line search algorithm, Wolfe conditions

AMS subject classifications. 90C29, 90C52

DOI. 10.1137/17M1126588

1. Introduction. In vector optimization, one considers a vector-valued function $F : \mathbb{R}^n \to \mathbb{R}^m$, and the partial order defined by a closed, convex, and pointed cone $K \subset \mathbb{R}^m$ with nonempty interior, denoted by $\text{int}(K)$. The partial order $\preceq_K (\prec_K)$ is given by $u \preceq_K v (u \prec_K v)$ if and only if $v - u \in K (v - u \in \text{int}(K))$. We are interested in the unconstrained vector problem

$$
\text{minimize}_K \quad F(x), \quad x \in \mathbb{R}^n,
$$

where $F$ is continuously differentiable. The concept of optimality has to be replaced by the concept of Pareto-optimality or efficiency. A point $x$ is called Pareto-optimal if there is no $y$ such that $y \neq x$ and $F(y) \prec_K F(x)$. A particular case, very important in practical applications, is when $K = \mathbb{R}^m_+$. This case corresponds to the multicriteria or multiobjective optimization. In multicriteria optimization, several objective functions have to be minimized simultaneously. In proper problems of this class, no single point minimizes all objectives at once. When $K = \mathbb{R}^m_+$, a point is Pareto-optimal if there does not exist a different point with smaller or equal objective function values such that there is a decrease in at least one objective. In other words, it is impossible to improve one objective without another becoming worse.

Some applications of multicriteria and vectorial optimization can be found in engineering design [38], space exploration [53], antenna design [37, 38, 39], management science [23, 30, 54, 56], environmental analysis, cancer treatment planning [35], bilevel programming [22], location science [40], statistics [17], etc.
In recent papers, descent, steepest descent, Newton, quasi-Newton, projected gradient, subgradient, interior point, and proximal methods were proposed for vector optimization; see [2, 3, 9, 20, 21, 24, 25, 27, 28, 29, 42, 50, 55]. The vector optimization problem in infinite dimension was considered in [5, 6, 7, 8, 10, 11]. In this work, we propose a conjugate gradient method for the unconstrained vector optimization problem (1). Conjugate gradient methods, originally proposed in [19], constitute an important class of first-order algorithms for solving the unconstrained optimization problem

\[ \minimize f(x), \quad x \in \mathbb{R}^n, \]

where \( f: \mathbb{R}^n \to \mathbb{R} \) is continuously differentiable. Owing to the efficiency of the algorithms, particularly in large dimensions, considering the extension to the vector case appears natural.

The conjugate gradient algorithm for the scalar problem (2) generates a sequence of iterates according to

\[ x^{k+1} = x^k + \alpha_k \beta_k, \quad k = 0, 1, 2, \ldots, \]

where \( \alpha_k > 0 \) is the step size. The direction is defined by

\[ d^k = \begin{cases} -\nabla f(x^k) & \text{if } k = 0, \\ -\nabla f(x^k) + \beta_k d^{k-1} & \text{if } k \geq 1, \end{cases} \]

where \( \beta_k \) is a scalar algorithmic parameter. When \( f \) is strictly convex quadratic with Hessian \( Q \), parameters \( \beta_k \) can be chosen such that the \( d^k \) are \( Q \)-conjugate, which means that \( (d^k)^T Q d^{k+1} = 0 \) for all \( k \geq 0 \), and the step sizes can be defined by

\[ \alpha_k = \arg \min \left\{ f(x^k + \alpha d^k) \mid \alpha > 0 \right\}, \]

i.e., by exact minimizations in the line searches. In such a case the algorithm finds the minimizer of \( f \) over \( \mathbb{R}^n \) after no more than \( n \) iterations, and it is called the linear conjugate gradient algorithm. For nonquadratic functions, different formulae for the parameters \( \beta_k \) result in different algorithms, known as nonlinear conjugate gradient methods. Some notable choices for \( \beta_k \) are as follows.

- **Fletcher–Reeves (FR) [19]:** \( \beta_k = \langle g^k, g^k \rangle / \langle g^{k-1}, g^{k-1} \rangle \).
- **Conjugate descent (CD) [18]:** \( \beta_k = -\langle g^k, g^k \rangle / \langle d^{k-1}, g^{k-1} \rangle \).
- **Dai–Yuan (DY) [16]:** \( \beta_k = \langle g^k, g^k \rangle / \langle d^{k-1}, g^k - g^{k-1} \rangle \).
- **Polak–Ribiére–Polyak (PRP) [47, 48]:** \( \beta_k = \langle g^k, g^k - g^{k-1} \rangle / \langle g^{k-1}, g^{k-1} \rangle \).
- **Hestenes–Stiefel (HS) [33]:** \( \beta_k = \langle g^k, g^k - g^{k-1} \rangle / \langle d^{k-1}, g^k - g^{k-1} \rangle \).

Here \( g^k = \nabla f(x^k) \) and \( \langle \cdot, \cdot \rangle \) denotes the usual inner product. A desirable property that the parameters \( \beta_k \) should have is that the directions \( d^k \) should be descent directions in the sense that \( \langle \nabla f(x^k), d^k \rangle < 0 \) for all \( k \geq 0 \). In some convergence analyses, the more stringent sufficient descent condition is required, namely,

\[ \langle \nabla f(x^k), d^k \rangle \leq -c\| \nabla f(x^k) \|^2 \quad \text{for some } c > 0 \quad \text{and } k \geq 0, \]

where \( \| \cdot \| \) denotes the Euclidian norm. For general functions, the exact line search means that the step size \( \alpha_k \) is a stationary point of the problem of minimizing \( f \) at \( x^k \) along direction \( d^k \), implying that

\[ \langle \nabla f(x^k + \alpha_k d^k), d^k \rangle = 0. \]
Since the exact line search is usually expensive and impractical, one may be satisfied with step sizes satisfying, for example, the standard Wolfe conditions

\[ f(x^k + \alpha_k d^k) \leq f(x^k) + \rho \alpha_k \langle \nabla f(x^k), d^k \rangle, \]

\[ \langle \nabla f(x^k + \alpha_k d^k), d^k \rangle \geq \sigma \langle \nabla f(x^k), d^k \rangle, \]

or the strong Wolfe conditions

\[ f(x^k + \alpha_k d^k) \leq f(x^k) + \rho \alpha_k \langle \nabla f(x^k), d^k \rangle, \]

\[ \left| \langle \nabla f(x^k + \alpha_k d^k), d^k \rangle \right| \leq \sigma \left| \langle \nabla f(x^k), d^k \rangle \right|, \]

where \( 0 < \rho < \sigma < 1 \). Under mild assumptions the FR, CD, and DY methods with a line search satisfying the Wolfe conditions generate descent directions. This is not the case of PRP and HS methods. Furthermore, Powell showed in [49] that the PRP and HS methods with exact line searches can cycle without approaching a solution point. Throughout this paper, a method is called \emph{globally convergent} if

\[ \liminf_{k \to \infty} \| \nabla f(x^k) \| = 0. \]

In the convergence analysis, an important step is to prove that the method satisfies the Zoutendijk condition

\[ \sum_{k=0}^{\infty} \frac{\langle \nabla f(x^k), d^k \rangle^2}{\|d^k\|^2} < \infty. \]

The concepts of Wolfe and Zoutendijk conditions are widely used to derive global convergence results of several line search algorithms for the scalar problem (2), particularly for nonlinear conjugate gradient methods; see, for example, [46]. The convergence, in the sense of (4), of the FR and DY methods under the Wolfe conditions were established by Al-Baali [1] and Dai and Yuan [16], respectively. Dai and Yuan also studied the behavior of the CD method in [15]. In [26], Gilbert and Nocedal established the convergence of the conjugate gradient method with \( \beta_k = \max\{\beta_{k}^{\text{PRP}}, 0\} \) and with \( \beta_k = \max\{\beta_{k}^{\text{HS}}, 0\} \). Other choices for \( \beta_k \) and some hybrid methods can be found in the literature. We suggest [12, 13, 14, 26, 32] for interesting reviews of these subjects.

In the context of vector optimization, we introduce the standard and strong Wolfe conditions. We say that \( d \) is a \( K \)-descent direction for \( F \) at \( x \) if there exists \( T > 0 \) such that \( 0 < t < T \) implies that \( F(x + td) \preceq_{K} F(x) \). When \( d \) is a \( K \)-descent direction, we show that there exist intervals of step sizes satisfying the Wolfe conditions. This new theoretical result sheds light on algorithmic properties and suggests the implementation of a Wolfe-type line search procedure. We also introduce the Zoutendijk condition for vector optimization and prove that it is satisfied for a general descent line search method. The considered assumptions are natural extensions of those made for the scalar case (2).

We present the general scheme of a nonlinear conjugate gradient method for vector optimization, and study its convergence for different choices of parameter \( \beta_k \). The analysis covers the vector extensions of all the aforementioned parameters: FR, CD, DY, PRP, and HS. We point out that the proposed vector extensions retrieve the classical parameters in the scalar minimization case (2). Under a quite reasonable hypothesis, we show that the sequences produced by the proposed methods find points that satisfy the first-order necessary condition for Pareto-optimality. We emphasize
that the extended Wolfe and Zoutendjik conditions are essential tools to prove the convergence results. Numerical experiments on convex and nonconvex multiobjective problem instances illustrating the practical behavior of the methods are presented.

This paper is organized as follows. In section 2, we summarize notions, notation, and results related to unconstrained vector optimization that we use. In section 3, we introduce the Wolfe and Zoutendjik conditions. We prove that there exist intervals of step sizes satisfying Wolfe conditions, and that the Zoutendjik condition is satisfied for a general descent line search method. In section 4, we present the general schemes for nonlinear conjugate gradient methods for vector optimization, and study its convergence without imposing explicit restrictions on $\beta_k$. In section 5, we analyze the convergence of the conjugate gradient algorithm related to the vector extensions of FR, CD, DY, PRP, and HS parameters. Numerical experiments are presented in section 6. Finally, we provide some final remarks in section 7.

2. General concepts in vector optimization. In this section we summarize the definitions, results, and notation of vector optimization. We refer the reader to [21, 27, 29, 43] and references therein. In [29], Graña Drummond and Svaiter have developed quite useful tools for the vector optimization. In particular, they characterized the directional derivative and the steepest descent direction, which are concepts widely used in the present work.

Let $K \subset \mathbb{R}^m$ be a closed, convex, and pointed cone with nonempty interior. The partial order in $\mathbb{R}^m$ induced by $K$, $\preceq_K$, is defined by

$$u \preceq_K v \iff v - u \in K,$$

and the partial order defined by $\text{int}(K)$, the interior of $K$, $\prec_K$, is defined by

$$u \prec_K v \iff v - u \in \text{int}(K).$$

Given a continuously differentiable function $F : \mathbb{R}^n \to \mathbb{R}^m$, we are concerned with the problem of finding an unconstrained $K$-minimizer, $K$-optimum, $K$-Pareto-optimal, or $K$-efficient point of $F$, i.e., a point $x^* \in \mathbb{R}^n$ such that there exists no other $x \in \mathbb{R}^n$ with $F(x) \preceq_K F(x^*)$ and $F(x) \neq F(x^*)$. In other words, we are seeking unconstrained minimizers for $F$ with respect to the partial order induced by $K$. We denoted this problem by

$$\min_{x \in \mathbb{R}^n} F(x).$$

The first-order derivative of $F$ at $x$, the Jacobian of $F$ at $x$, will be denoted by $JF(x)$, and the image on $\mathbb{R}^m$ by $JF(x)$ will be denoted by Image$(JF(x))$. A necessary condition for $K$-optimality of $x^*$ is

$$-\text{int}(K) \cap \text{Image}(JF(x^*)) = \emptyset.$$

A point $x^*$ of $\mathbb{R}^n$ is called $K$-critical for $F$ when it satisfies this condition. Therefore, if $x$ is not $K$-critical, there exists $v \in \mathbb{R}^n$ such that $JF(x)v \in -\text{int}(K)$. Every such vector $v$ is a $K$-descent direction for $F$ at $x$, i.e., there exists $T > 0$ such that $0 < t < T$ implies that $F(x + tv) \prec_K F(x)$; see [43].

The positive polar cone of $K$ is the set $K^* = \{w \in \mathbb{R}^m \mid \langle w, y \rangle \geq 0 \forall y \in K\}$. Since $K$ is closed and convex, $K = K^{**}$, $-K = \{y \in \mathbb{R}^m \mid \langle y, w \rangle \leq 0 \forall w \in K^*\}$ and $-\text{int}(K) = \{y \in \mathbb{R}^m \mid \langle y, w \rangle < 0 \forall w \in K^* - \{0\}\}$. Let $C \subset K^* - \{0\}$ be compact and such that

$$K^* = \text{cone}(\text{conv}(C)),$$
i.e., $K^*$ is the conic hull of the convex hull of $C$. In classical optimization $K = \mathbb{R}_+$, so $K^* = \mathbb{R}_+$ and we can take $C = \{1\}$. For multiobjective optimization $K = \mathbb{R}^n_+$, so $K^* = K$ and we may take $C$ as the canonical basis of $\mathbb{R}^m$. If $K$ is a polyhedral cone, $K^*$ is also polyhedral and $C$ can be taken as the finite set of extremal rays of $K^*$.

For generic $K$, the set

$$C = \{ w \in K^* | \| w \| = 1 \}$$

has the desired properties, and, in this paper, $C$ will denote exactly this set. Define the function $\varphi : \mathbb{R}^m \rightarrow \mathbb{R}$ by

$$\varphi(y) = \sup \{ (y, w) | w \in C \} .$$

In view of the compactness of $C$, $\varphi$ is well defined. The function $\varphi$ has some useful properties.

**Lemma 2.1.** Let $y$ and $y' \in \mathbb{R}^m$. Then

(a) $\varphi(y + y') \leq \varphi(y) + \varphi(y')$ and $\varphi(y) - \varphi(y') \leq \varphi(y - y')$;

(b) if $y \preceq_K y'$, then $\varphi(y) \leq \varphi(y')$; if $y \prec_K y'$, then $\varphi(y) < \varphi(y')$;

(c) $\varphi$ is Lipschitz continuous with constant 1.

*Proof.* See [29, Lemma 3.1].

The function $\varphi$ gives characterizations of $-K$ and $-\text{int}(K)$:

$$-K = \{ y \in \mathbb{R}^m | \varphi(y) \leq 0 \} \quad \text{and} \quad -\text{int}(K) = \{ y \in \mathbb{R}^m | \varphi(y) < 0 \} .$$

Note that $\varphi(x) > 0$ does not imply that $x \in K$, but $x \in K$ implies that $\varphi(x) \geq 0$ and $x \in \text{int}(K)$ implies that $\varphi(x) > 0$.

Now define the function $f : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}$ by

$$f(x, d) = \varphi(JF(x)d) = \sup \{ (JF(x)d, w) | w \in C \} .$$

The function $f$ gives a characterization of $K$-descent directions and of $K$-critical points:

- $d$ is $K$-descent direction for $F$ at $x$ if and only if $f(x, d) < 0$,

- $x$ is $K$-critical if and only if $f(x, d) \geq 0$ for all $d$.

The next function allows us to extend the notion of steepest descent direction to the vector case. Define $v : \mathbb{R}^n \rightarrow \mathbb{R}^n$ by

$$v(x) = \arg \min \left\{ f(x, d) + \frac{\| d \|^2}{2} | d \in \mathbb{R}^n \right\} ,$$

and $\theta : \mathbb{R}^n \rightarrow \mathbb{R}$ by $\theta(x) = f(x, v(x)) + \| v(x) \|^2/2$. Since $f(x, \cdot)$ is a real closed convex function, $v(x)$ exists and is unique. Observe that in the scalar minimization case, where $F : \mathbb{R}^n \rightarrow \mathbb{R}$ and $K = \mathbb{R}_+$, taking $C = \{1\}$, we obtain $f(x, d) = \langle \nabla F(x), d \rangle$, $v(x) = -\nabla F(x)$, and $\theta(x) = -\| \nabla F(x) \|^2/2$. The following lemma shows that $v(x)$ can be considered the vector extension of the steepest descent direction of the scalar case.

**Lemma 2.2.**

(a) If $x$ is $K$-critical, then $v(x) = 0$ and $\theta(x) = 0$.

(b) If $x$ is not $K$-critical, then $v(x) \neq 0$, $\theta(x) < 0$, $f(x, v(x)) < -\| v(x) \|^2/2 < 0$, and $v(x)$ is a $K$-descent direction for $F$ at $x$.

(c) The mappings $v$ and $\theta$ are continuous.
Proof. See [29, Lemma 3.3].

For multiobjective optimization, where $K = \mathbb{R}_+^m$, with $C$ given by the canonical basis of $\mathbb{R}^m$, $v(x)$ can be computed by solving

$$
\begin{align*}
\text{minimize} & \quad \alpha + \frac{1}{2} \|d\|^2 \\
\text{subject to} & \quad [JF(x)d]_i \leq \alpha, \quad i = 1, \ldots, m,
\end{align*}
$$

which is a convex quadratic problem with linear inequality constraints; see [21]. For general problems, we refer the reader to [29] for a detailed discussion regarding this issue.

The next result is a direct consequence of Lemma 2.1(c).

**Lemma 2.3.** Let $F : \mathbb{R}^n \to \mathbb{R}^m$ be differentiable. If the Jacobian of $F$ is Lipschitz continuous with constant $L$, then $f(\cdot, d)$ is Lipschitz continuous with constant $L \|d\|$.

We finish this section with the following observations.

**Lemma 2.4.** For any scalars $a$, $b$, and $\alpha \neq 0$, we have

(a) $ab \leq a^2/2 + b^2/2$,
(b) $2ab \leq 2a^2 + b^2/(2a^2)$,
(c) $(a + b)^2 \leq 2a^2 + 2b^2$,
(d) $(a + b)^2 \leq (1 + 2a^2)a^2 + [1 + 1/(2a^2)]b^2$.

**Proof.** (a) We have 0 < $(a - b)^2 = a^2 - 2ab + b^2$, which implies $ab \leq a^2/2 + b^2/2$. (b) The result follows from (a), replacing $a$ by $2a\alpha$ and $b$ by $b/\alpha$. Items (c) and (d) follow directly from (a) and (b), respectively.

3. On line search in vector optimization methods. Line search procedures are crucial tools in methods for optimization. Concepts such as Armijo and Wolfe conditions are widely used in algorithms for minimization. In the classical optimization (2), for an iterative method such as (3), the Armijo condition requires the step size $\alpha_k$ to satisfy

$$
f(x^k + \alpha_k d^k) \leq f(x^k) + \rho \alpha_k \langle \nabla f(x^k), d^k \rangle.
$$

In [29], the authors extended the Armijo condition for vector optimization, and used it to study the convergence of the steepest descent method. If $d$ is a $K$-descent direction for $F$ at $x$, it is said that $\alpha > 0$ satisfies the Armijo condition for $0 < \rho < 1$ if

$$
F(x + \alpha d) \leq_K F(x) + \rho \alpha JF(x)d.
$$

Other vector optimization methods, including Newton, quasi-Newton, and projected gradient methods, that use the Armijo rule can be found in [9, 20, 21, 24, 25, 27, 28, 42, 50]. In connection with the scalar case, we say that $\alpha > 0$ is obtained by means of an exact line search if

$$
f(x + \alpha d, d) = 0.
$$

Now we introduce the Wolfe-like conditions for vector optimization.

**Definition 3.1.** Let $d \in \mathbb{R}^n$ be a $K$-descent direction for $F$ at $x$, and $e \in K$ a vector such that $0 < \langle w, e \rangle \leq 1$ for all $w \in C$.

Consider $0 < \rho < \sigma < 1$. We say that $\alpha > 0$ satisfies the standard Wolfe conditions if

(a) $F(x + \alpha d) \leq_K F(x) + \rho \alpha f(x, d)e$,
(b) $f(x + \alpha d, d) \geq \sigma f(x, d)$,
and we say that \( \alpha > 0 \) satisfies the strong Wolfe conditions if

\[
\begin{align*}
(8a) & \quad F(x + \alpha d) \preceq_K F(x) + \rho \sigma f(x, d) e, \\
(8b) & \quad |f(x + \alpha d, d)| \leq \sigma |f(x, d)|. 
\end{align*}
\]

Note that the vector \( e \) actually exists. Indeed, take any \( \bar{e} \in \text{int}(K) \) and let \( 0 < \gamma_+ - \gamma_- \) be the minimum and maximum values of the continuous linear function \( \langle \bar{w}, \bar{e} \rangle \) over the compact set \( C \). Defining \( e = \bar{e} / \gamma_+ \), we have \( 0 < \gamma_- / \gamma_+ \leq \langle w, e \rangle \leq 1 \) for all \( w \in C \). In multiobjective optimization, where \( K = \mathbb{R}^n_+ \) and \( C \) is the canonical basis of \( \mathbb{R}^m \), we may take \( e = [1, \ldots, 1]^T \in \mathbb{R}^m \).

Next, we show that given \( F, K, x, \) and \( d \), where \( d \) is a \( K \)-descent direction for \( F \) at \( x \), if \( F \) is continuously differentiable and bounded below along the direction \( d \) beginning at \( x \), and \( K \) is a finitely generated cone, there exist intervals of step sizes satisfying the standard and the strong Wolfe conditions.

**Proposition 3.2.** Assume that \( F \) is of class \( C^1 \), \( d \) is a \( K \)-descent direction for \( F \) at \( x \), and there exists \( A \in \mathbb{R}^m \) such that

\[
F(x + \alpha d) \succeq_K A
\]

for all \( \alpha > 0 \). If \( C \), the generator of \( K \), is finite, then there exist intervals of positive step sizes satisfying the standard Wolfe conditions (7) and the strong Wolfe conditions (8).

**Proof.** Given \( w \in C \), define \( \phi_w \) and \( l_w : \mathbb{R} \rightarrow \mathbb{R} \) by

\[
\phi_w(\alpha) = \langle w, F(x + \alpha d) \rangle
\]

and

\[
l_w(\alpha) = \langle w, F(x) \rangle + \alpha \sigma f(x, d). 
\]

Observe that \( \phi_w(0) = l_w(0) \). Considering (9), we have that \( \phi_w(\alpha) \) is bounded below for all \( \alpha > 0 \). By the definition of \( f \), we have \( f(x, d) < 0 \), because \( d \) is a \( K \)-descent direction for \( F \) at \( x \). Since \( \rho \in (0, 1) \), as in [46, Lemma 3.1], the line \( l_w \) is unbounded below and must intersect the graph of \( \phi_w \) at least once for a positive \( \alpha \). The function \( \phi_w \) is continuously differentiable because \( F \) is so. Hence, there exists \( T_w > 0 \) such that

\[
\langle w, F(x + T_w d) \rangle = \langle w, F(x) \rangle + T_w \rho f(x, d),
\]

and

\[
\langle w, F(x + \alpha d) \rangle < \langle w, F(x) \rangle + \alpha \sigma f(x, d)
\]

for \( \alpha \in (0, T_w) \). Define \( \hat{T} = \min\{T_w \mid w \in C\} \) and let \( \hat{w} \in C \) be such that \( T_{\hat{w}} = \hat{T} \). Since \( \hat{T} \leq T_w \) for all \( w \in C \), we obtain

\[
\begin{align*}
\langle w, F(x + \alpha d) \rangle & \leq \langle w, F(x) \rangle + \alpha \sigma f(x, d) \\
& \leq \langle w, F(x) \rangle + \alpha \sigma f(x, d) \langle w, e \rangle
\end{align*}
\]

for all \( w \in C \) and \( \alpha \in [0, \hat{T}] \), because \( f(x, d) < 0 \) and \( 0 < \langle w, e \rangle \leq 1 \). Therefore, (7a) and (8a) hold in \([0, \hat{T}]\).

Consider the function \( \psi : \mathbb{R} \rightarrow \mathbb{R} \) defined by

\[
\psi(\alpha) = \phi_{\hat{w}}(\alpha) - \phi_{\hat{w}}(0) - \alpha \sigma f(x, d).
\]
By definition of $T$, we have $\psi(0) = \psi(T) = 0$. Then, by the mean value theorem, there exists $\hat{\alpha} \in (0, T)$ such that $\psi'(\hat{\alpha}) = 0$. Hence, $\phi'_{\psi}(\hat{\alpha}) = \rho f(x, d)$, and thus $f(x + \hat{\alpha}d, d) \geq \rho f(x, d)$. Lemma 2.3 implies that $f(x + \alpha d, d)$, as a function of $\alpha$, is continuous. So, by the intermediate value theorem, there exists $\alpha^* \in (0, \hat{\alpha})$ such that

$$f(x + \alpha^* d, d) = \rho f(x, d).$$

Since $0 < \rho < \sigma$ and $f(x, d) < 0$ we have

$$\sigma f(x, d) < f(x + \alpha^* d, d) < 0.$$

Hence, there is a neighborhood of $\alpha^*$ contained in $[0, T]$ for which inequalities (7b) and (8b) hold. Therefore, the standard and strong Wolfe conditions hold in this neighborhood, completing the proof.

**Remark.** In the classical optimization, where $F : \mathbb{R}^n \rightarrow \mathbb{R}$, $K = \mathbb{R}_+$, $C = \{1\}$, and $e = 1$, we have $f(x, d)e = (\nabla F(x), d)$. Thus, with (7) and (8), we retrieve the known Wolfe conditions for the scalar case. We claim that, in the general vector case, it is not possible to replace $f(x, d)e$ by $J F(x)d$ in (7a) and (8a). Consider the following multiobjective problem: $K = \mathbb{R}^2_+$, $C$ is the canonical basis of $\mathbb{R}^2$, $e = [1 1]^T$ and $F : \mathbb{R} \rightarrow \mathbb{R}^2$, $F(x) = (F_1(x), F_2(x))$, where

$$F_1(x) = \begin{cases} 
-100x + 10^4x^2 & \text{if } x < 0, \\
-\log(1 + 100x) & \text{if } 0 \leq x \leq 1, \\
-\log(101) - \frac{100}{101}(x - 1) + \frac{100^2}{101^2}(x - 1)^2 & \text{if } x > 1,
\end{cases}$$

$$F_2(x) = 0.1x^2 - x.$$

Note that $F_1(x)$ and $F_2(x)$ are continuously differentiable and bounded below. Assume that $x = 0$ and $d = 1$. Thus, $f(x, d) = -1$. For $i = 1, 2$, define $\phi_i$ and $l_i : \mathbb{R} \rightarrow \mathbb{R}$ by

$$\phi_i(\alpha) = F_i(x + \alpha d) = F_i(\alpha)$$

and

$$l_i(\alpha) = F_i(x) + \alpha \rho \nabla F_i(x, d) \cdot d = \alpha \rho F'_i(0).$$

Take the exogenous constants as $\rho = 0.1$ and $\sigma = 0.9$. For $\alpha > 0$, the line $l_1(\alpha) = -10\alpha$ intercepts the graph of $\phi_1(\alpha)$ only at $T_1 \approx 0.36$, and the line $l_2(\alpha) = -\alpha/10$ intercepts the graph of $\phi_2(\alpha)$ only at $T_2 = 9$. Therefore, condition (6) holds just for $\alpha$ in $(0, T_1)$. In this interval, we have $\phi'_1(\alpha) = -100/(1 + 100\alpha) < -1$, $\phi'_2(\alpha) > -1$, and hence

$$f(x + \alpha d, d) = \max\{\phi'_1(\alpha), \phi'_2(\alpha)\} = \phi'_2(\alpha) < \phi'_2(0.37) = -0.926 < -0.9 = \sigma f(x, d).$$

Thus, there is not an $\alpha > 0$ satisfying (6) and $f(x + \alpha d) \geq \sigma f(x, d)$ simultaneously.

**Remark.** If $F$ is $K$-convex, we can drop the hypothesis of $C$ being finite in Proposition 3.2. Indeed, when $F$ is $K$-convex it holds that

$$\frac{\partial}{\partial T} \left[ \langle w, F(x + Td) - F(x) \rangle - T \rho f(x, d) \right]_{T=T_w} \neq 0$$

for all $w \in C$ and $T_w$ as in the proof of Proposition 3.2. Then, by the implicit function theorem, for each $w \in C$, there exist an open set $U_w \subset \mathbb{R}^n$ and continuously differentiable function $\varphi_w$ such that $w \in U_w$, $T_w = \varphi_w(w)$, and the solution set of

$$\langle \omega, F(x + Td) - F(x) \rangle - T \rho f(x, d) = 0, \quad \omega \in U_w,$$
is \( \{(\omega, \omega_\omega) \mid \omega \in U_\omega\} \). Let \( U = \bigcup_{\omega \in C} U_\omega \) and define \( \phi : U \to \mathbb{R} \) by \( \phi(\omega) = \omega_\omega(\omega) \) when \( \omega \in U_\omega \). The function \( \phi \) is continuous. Since \( C \) is compact, we obtain
\[
\tilde{T} = \min_{\omega \in C} \phi(\omega) > 0.
\]
The proof follows as in the demonstration of Proposition 3.2. When \( F \) is not \( K \)-convex it is possible to build examples where there would exist \( \omega \in C \) such that
\[
\langle \omega, F(x + T_\omega d) \rangle = \langle \omega, F(x) \rangle + T_\omega \rho f(x, d)
\]
and
\[
\langle \omega, JF(x + T_\omega d) d \rangle = \rho f(x, d).
\]
So, for the general case, this matter remains an open problem.

Now, consider a general line search method for vector optimization (10)
\[
x^{k+1} = x^k + \alpha_k d^k, \quad k \geq 0,
\]
where \( d^k \) is a \( K \)-descent direction for \( F \) at \( x^k \) and \( \alpha_k \) is the step size. Let us suppose that the following assumptions are satisfied.

**Assumptions.**

(A1) The cone \( K \) is finitely generated and there exists an open set \( N \) such that \( L = \{x \in \mathbb{R}^n \mid F(x) \preceq_K F(x^0)\} \subset N \) and the Jacobian \( JF \) is Lipschitz continuous on \( N \) with constant \( L > 0 \), i.e., \( x \) and \( y \in N \) implies that \( \|JF(x) - JF(y)\| \leq L \|x - y\| \).

(A2) All monotonically nonincreasing sequences in \( F(L) \) are bounded below, i.e., if the sequence \( \{G_k\}_{k \in \mathbb{N}} \subset F(L) \) and \( G_{k+1} \preceq_K G_k \), for all \( k \), then there exists \( G \in \mathbb{R}^m \) such that \( G \preceq_K G_k \) for all \( k \).

Under Assumptions (A1) and (A2), we establish that the general method (10) satisfies a condition of Zoutendijk’s type. We emphasize that the considered assumptions are natural extensions of those made for the scalar case.

**Proposition 3.3.** Assume that Assumptions (A1) and (A2) hold. Consider an iteration of the form (10), where \( d^k \) is a \( K \)-descent direction for \( F \) at \( x^k \) and \( \alpha_k \) satisfies the standard Wolfe conditions (7). Then
\[
(\sigma - 1) f(x^k, d^k) \leq f(x^{k+1}, d^k) - f(x^k, d^k) \leq L\alpha_k \|d^k\|^2.
\]
Since \( f(x^k, d^k) < 0 \) and \( \|d^k\| \neq 0 \), we obtain
\[
\frac{f^2(x^k, d^k)}{\|d^k\|^2} \leq L\alpha_k \frac{f(x^k, d^k)}{\sigma - 1}.
\]
By (7a), we have that \( \{F(x^k)\}_{k \geq 0} \) is monotone decreasing and that
\[
F(x^{k+1}) - F(x^0) \preceq_K \rho \sum_{j=0}^{k} \alpha_j f(x^j, d^j) e
\]
for all $k \geq 0$. Then, by Assumption (A2), since $\{F(x^k)\}_{k \geq 0} \subset \mathcal{L}$, there exists $F \in \mathbb{R}^m$ such that

$$F - F(x^0) \leq K \rho \sum_{j=0}^{k} \alpha_j f(x^j, d^j)e$$

for all $k \geq 0$. Therefore, for all $k \geq 0$ and $w \in C$, we obtain

$$\langle F - F(x^0), w \rangle \leq \rho \langle e, w \rangle \sum_{j=0}^{k} \alpha_j f(x^j, d^j),$$

and hence

$$\frac{1}{\sigma - 1} \min \left\{ \langle F - F(x^0), \bar{w} \rangle \mid \bar{w} \in C \right\} \geq \rho \langle e, w \rangle \sum_{j=0}^{k} \frac{\alpha_j f(x^j, d^j)}{\sigma - 1} > 0.$$ 

We conclude that

$$\sum_{k \geq 0} \alpha_k \frac{f(x^k, d^k)}{\sigma - 1} < \infty,$$

which together with (12) gives

$$\sum_{k \geq 0} \frac{f^2(x^k, d^k)}{\|d^k\|^2} < \infty.$$

Remark. The Zoutendijk condition (11) can be used to derive convergence results for several line search algorithms. In particular, the method of steepest descent converges in the sense that

$$\lim_{k \to \infty} \|v(x^k)\| = 0,$$

provided that it uses a line search satisfying the standard Wolfe conditions. In fact, consider the iterative method (10) with $d^k = v(x^k)$, and assume that $\alpha_k$ satisfies (7) for all $k \geq 0$. If $v(x^k) = 0$ for some $k$, the result trivially holds. Suppose now that $v(x^k) \neq 0$ for all $k \geq 0$. Since $\theta(x^k) = f(x^k, v(x^k)) + \|v(x^k)\|^2/2 < 0$, it follows that

$$\frac{f^2(x^k, d^k)}{\|d^k\|^2} = \frac{f^2(x^k, v(x^k))}{\|v(x^k)\|^2} \geq \frac{1}{4} \|v(x^k)\|^2.$$

Summing this inequality over all $k$, we obtain from the Zoutendijk condition that

$$\sum_{k \geq 0} \|v(x^k)\|^2 < \infty,$$

which implies that $\|v(x^k)\| \to 0$.

4. The nonlinear conjugate gradient algorithm. In the following we define the nonlinear conjugate gradient algorithm (NLCG algorithm) for the vector optimization problem (1).

NLCG algorithm.

Let $x^0 \in \mathbb{R}^n$. Compute $v(x^0)$ and initialize $k \leftarrow 0$.

**Step 1** If $v(x^k) = 0$, then STOP.
Step 2 Define

$$d^k = \begin{cases} v(x^k) & \text{if } k = 0, \\ v(x^k) + \beta_k d^{k-1} & \text{if } k \geq 1, \end{cases}$$

where $\beta_k$ is an algorithmic parameter.

Step 3 Compute a step size $\alpha_k > 0$ by a line search procedure and set $x^{k+1} = x^k + \alpha_k d^k$.

Step 4 Compute $v(x^{k+1})$, set $k \leftarrow k + 1$, and go to Step 1.

The choice for updating the parameter $\beta_k$ and the adopted line search procedure remain deliberately open. In the next section, we consider several choices of $\beta_k$ combined with an appropriate line search strategy that result in globally convergent methods. The NLCG algorithm successfully stops if a $K$-critical point of $F$ is found. Hence, from now on, let us consider that $v(x^k) \neq 0$ for all $k \geq 0$.

Throughout the paper the line search procedure must be such that the step size satisfies the standard or strong Wolfe conditions. Thus, for the well-definedness of the NLCG algorithm, Proposition 3.2 requires $d^k$ to be a $K$-descent direction of $F$ at $x^k$, which is equivalent to $f(x^k, d^k) < 0$. In some convergence analyses we will require the more stringent condition

$$f(x^k, d^k) \leq cf(x^k, v(x^k))$$

for some $c > 0$ and for all $k \geq 0$. In connection with the scalar case, we call (14) the sufficient descent condition. Condition (14) can be obtained for an adequate line search procedure provided that $d^{k-1}$ is a $K$-descent direction of $F$ at $x^{k-1}$. In this case, by Proposition 3.2 a line search along $d^{k-1}$ can be performed enforcing the (standard or strong) Wolfe conditions to obtain $x^k$. Moreover, the line search procedure can be implemented in such a way that it gives, in the limit, a point $x^k$ with $f(x^k, d^{k-1}) = 0$. Now, from (13), and the definition of $f$, if $\beta_k \geq 0$, we have

$$f(x^k, d^k) \leq f(x^k, v(x^k)) + \beta_k f(x^k, d^{k-1}).$$

Then, if $\beta_k$ is bounded, the line search procedure can be applied to reduce $|f(x^k, d^{k-1})|$ sufficiently and obtain (14). A line search procedure with these characteristics may be coded based on the work of Moré and Thuente [45]. We refer the reader to [26] for a careful discussion about this issue in the classical optimization approach.

In the next lemma, we give a sufficient condition on $\beta_k$ for ensuring the descent property on $d^k$.

**Lemma 4.1.** Assume that in the NLCG algorithm, the sequence $\beta_k$ is defined so that it has the following property:

$$\beta_k \in \begin{cases} [0, \infty) & \text{if } f(x^k, d^{k-1}) \leq 0, \\ [0, -f(x^k, v(x^k))/f(x^k, d^{k-1})) & \text{if } f(x^k, d^{k-1}) > 0, \end{cases}$$

or

$$\beta_k \in \begin{cases} [0, \infty) & \text{if } f(x^k, d^{k-1}) \leq 0, \\ [0, -\mu f(x^k, v(x^k))/f(x^k, d^{k-1})] & \text{if } f(x^k, d^{k-1}) > 0 \end{cases}$$

for some $\mu \in [0, 1)$. If property (15) holds, then $d^k$ is a $K$-descent direction for all $k$. If property (16) holds, then $d^k$ satisfies the sufficient descent condition with $c = 1 - \mu$ for all $k$. 

Then the NLCG algorithm is as follows. Note that Theorem 4 holds for \( k = 0 \). For \( k \geq 1 \), by the definition of \( d^k \), we have

\[
\langle JF(x^k)d^k, w \rangle = \langle JF(x^k)v(x^k), w \rangle + \beta_k \langle JF(x^k)d^{k-1}, w \rangle \quad \forall w \in \mathbb{R}^m.
\]

First suppose that \( f(x^k, d^{k-1}) \leq 0 \). Since \( \beta_k \geq 0 \), for all \( w \in C \), we obtain

\[
\langle JF(x^k)d^k, w \rangle \leq \langle JF(x^k)v(x^k), w \rangle \leq f(x^k, v(x^k)) \leq (1 - \mu)f(x^k, v(x^k)).
\]

Now assume that \( f(x^k, d^{k-1}) > 0 \). By the definition of \( f \), and taking into account (16), we verify for all \( w \in C \) that

\[
\langle JF(x^k)d^k, w \rangle \leq f(x^k, v(x^k)) + \beta_k f(x^k, d^{k-1}) \leq (1 - \mu)f(x^k, v(x^k)).
\]

In both cases \( f(x^k, d^k) = \varphi(JF(x^k)d^k) \leq (1 - \mu)f(x^k, v(x^k)) \). The proof of the first statement can be similarly obtained. \( \square \)

Without imposing an explicit restriction on \( \beta_k \), the main convergence result of the NLCG algorithm is as follows. Note that Theorem 4.2(ii) is the vector extension of [14, Theorem 2.3].

**Theorem 4.2.** Consider the NLCG algorithm. Assume that Assumptions (A1) and (A2) hold and that

\[
\sum_{k \geq 0} \frac{1}{\|d^k\|^2} = \infty.
\]

(i) If \( d^k \) satisfies the sufficient descent condition (14) and \( \alpha_k \) satisfies the standard Wolfe conditions (7), then \( \liminf_{k \to \infty} \|v(x^k)\| = 0 \).

(ii) If \( \beta_k \geq 0 \), \( d^k \) is K-descent direction of \( F \) at \( x^k \), and \( \alpha_k \) satisfies the strong Wolfe conditions (8), then \( \liminf_{k \to \infty} \|v(x^k)\| = 0 \).

**Proof.** Assume by contradiction that there exists a constant \( \gamma \) such that

\[
\|v(x^k)\| \geq \gamma \quad \text{for all} \quad k \geq 0.
\]

Let us show item (i). Observe that, by \( f(x^k, v(x^k)) + \|v(x^k)\|^2/2 < 0 \) and (14), we obtain

\[
\frac{c^2\gamma^4}{4\|d^k\|^2} \leq \frac{c^2\|v(x^k)\|^4}{4\|d^k\|^2} \leq \frac{c^2 f^2(x^k, v(x^k))}{\|d^k\|^2} \leq \frac{f^2(x^k, d^k)}{\|d^k\|^2}.
\]

Since, under the hypotheses of item (i), the Zoutendijk condition (11) holds, we have a contradiction to (17). Then, item (i) is demonstrated.

Now consider item (ii). Remembering (13), we have \( -\beta_k d^{k-1} = -d^k + v(x^k) \).

Then

\[
0 \leq \beta_k^2 \|d^{k-1}\|^2 \leq \left(\|d^k\| + \|v(x^k)\| \right)^2 \leq 2\|d^k\|^2 + 2\|v(x^k)\|^2,
\]

where the second inequality follows from Lemma 2.4(c). Hence,

\[
\|d^k\|^2 \geq -\|v(x^k)\|^2 + \frac{\beta_k^2}{2} \|d^{k-1}\|^2.
\]

On the other hand, by the definition of \( d^k \) and the positiveness of \( \beta_k \), we obtain

\[
f(x^k, d^k) \leq f(x^k, v(x^k)) + \beta_k f(x^k, d^{k-1}).
\]
Then
\[ 0 \leq -f(x^k, v(x^k)) \leq -f(x^k, d^k) + \beta_k f(x^{k-1}, d^{k-1}) \leq -f(x^k, d^k) - \sigma \beta_k f(x^{k-1}, d^{k-1}), \]

because we are assuming that \( \alpha_k \) satisfies the strong Wolfe conditions, i.e., (8b) holds. From (19) and using Lemma 2.4(b) with \( \alpha = 1 \), we obtain
\[
f^2(x^k, v(x^k)) \leq f^2(x^k, d^k) + \sigma^2 \beta_k^2 f^2(x^{k-1}, d^{k-1}) + 2\sigma f(x^k, d^k) \beta_k f(x^{k-1}, d^{k-1})
\leq (1 + 2\sigma^2) \left[ f^2(x^k, d^k) + \frac{\beta_k^2}{2} f^2(x^{k-1}, d^{k-1}) \right].
\]

Since \( d^k \) is a \( K \)-descent direction for \( F \) at \( x^k \), we obtain \( \theta(x^k) = f(x^k, v(x^k)) + \|v(x^k)\|^2/2 < 0 \). Hence,
\[
f^2(x^k, d^k) + \frac{\beta_k^2}{2} f^2(x^{k-1}, d^{k-1}) \geq c_1 \|v(x^k)\|^4,
\]
where \( c_1 = [4(1 + 2\sigma^2)]^{-1} \). Note that
\[
\frac{f^2(x^k, d^k)}{\|d^k\|^2} + \frac{f^2(x^{k-1}, d^{k-1})}{\|d^{k-1}\|^2} = \frac{1}{\|d^k\|^2} \left[ f^2(x^k, d^k) + \frac{\|d^k\|^2}{\|d^{k-1}\|^2} f^2(x^{k-1}, d^{k-1}) \right]
\]
is, by (18), greater than or equal to
\[
\frac{1}{\|d^k\|^2} \left\{ f^2(x^k, d^k) + \left[ \frac{\beta_k^2}{2} - \frac{\|v(x^k)\|^2}{\|d^{k-1}\|^2} \right] f^2(x^{k-1}, d^{k-1}) \right\}
\]
and, by (20), this last expression is greater than or equal to
\[
\frac{\|v(x^k)\|^2}{\|d^k\|^2} \left[ c_1 \|v(x^k)\|^2 - \frac{f^2(x^{k-1}, d^{k-1})}{\|d^{k-1}\|^2} \right].
\]

Since, under the hypotheses of item (ii), the Zoutendijk condition (11) holds, and it implies that \( f(x^k, d^k)/\|d^k\| \) tends to zero, we have
\[
\frac{f^2(x^k, d^k)}{\|d^k\|^2} + \frac{f^2(x^{k-1}, d^{k-1})}{\|d^{k-1}\|^2} \geq \frac{c_1}{2} \frac{\|v(x^k)\|^4}{\|d^k\|^2} \geq \frac{c_1}{2} \|v(x^k)\|^4 \geq \frac{c_1}{2} \|v(x^k)\|^4
\]
for all sufficiently large \( k \). Hence, we have a contradiction to (17) and the proof is complete. \( \square \)

5. Convergence analysis for specific \( \beta_k \). In this section, we analyze the convergence properties of the NLCG algorithm related to the vector extensions of FR, CD, DY, PRP, and HS choices for parameter \( \beta_k \). In all cases, the proposed vector extensions retrieve the classical parameters in the scalar minimization case.

For some results, we need to replace Assumption (A2) by the following stronger hypothesis.

Assumption.

\( \text{(A3) The level set } \mathcal{L} = \{ x \mid F(x) \preceq_K F(x^0) \} \text{ is bounded.} \)
If $d^k$ is a $K$-descent direction of $F$ at $x^k$ in the NLCG algorithm, we claim that under Assumption (A3) the sequence $\{f(x^k, v(x^k))\}$ is bounded. Indeed, in this case $\{x^k\} \subset \mathcal{L}$ and, by continuity arguments, there are constants $\hat{\gamma} > 0$ and $\bar{c} > 0$ such that $\|v(x^k)\| \leq \hat{\gamma}$ and $\|JF(x^k)\| \leq \bar{c}$ for all $k \geq 0$. Then, for all $w \in C$ and $k \geq 0$, it turns out that

$$0 > f(x^k, v(x^k)) \geq \langle JF(x^k)v(x^k), w \rangle \geq -\|JF(x^k)\|\|v(x^k)\| \geq -\bar{c}\hat{\gamma},$$

because $\|w\| = 1$.

### 5.1. Fletcher–Reeves

The vector extension of the FR parameter is given by

$$\beta_k^{FR} = \frac{f(x^k, v(x^k))}{f(x^{k-1}, v(x^{k-1}))}.$$ 

In the next theorem, under a suitable hypothesis, we show that it is possible to obtain global convergence if the parameter $\beta_k$ is bounded in magnitude by any fraction of $\beta_k^{FR}$.

**Theorem 5.1.** Consider the NLCG algorithm and let $0 \leq \delta < 1$.

(i) Let Assumptions (A1) and (A2) hold. If

$$|\beta_k| \leq \delta \beta_k^{FR},$$

$d^k$ satisfies the sufficient descent condition (14), and $\alpha_k$ satisfies the standard Wolfe conditions (7), then $\liminf_{k \to \infty} \|v(x^k)\| = 0$.

(ii) Let Assumptions (A1) and (A3) hold. If

$$0 \leq \beta_k \leq \delta \beta_k^{FR},$$

$d^k$ is a $K$-descent direction of $F$ at $x^k$, and $\alpha_k$ satisfies the strong Wolfe conditions (8), then $\liminf_{k \to \infty} \|v(x^k)\| = 0$.

**Proof.** Assume by contradiction that there exists $\gamma > 0$ such that

$$\|v(x^k)\| \geq \gamma \quad \text{for all} \quad k \geq 0.$$  

By (13), and Lemma 2.4(d) with $a = \|v(x^k)\|$, $b = |\beta_k| \|d^{k-1}\|$, and $\alpha = \delta/\sqrt{2(1-\delta^2)}$, we have

$$\|d^k\|^2 \leq \left[\|v(x^k)\| + |\beta_k| \|d^{k-1}\|\right]^2 \leq \frac{1}{1-\delta^2} \|v(x^k)\|^2 + \frac{1}{\delta^2} \beta_k^2 \|d^{k-1}\|^2.$$ 

Thus,

$$\frac{\|d^k\|^2}{f^2(x^k, v(x^k))} \leq \frac{1}{1-\delta^2} \frac{\|v(x^k)\|^2}{f^2(x^k, v(x^k))} + \frac{1}{\delta^2} \beta_k^2 \|d^{k-1}\|^2$$

$$\leq \frac{1}{1-\delta^2} \frac{\|v(x^k)\|^2}{f^2(x^k, v(x^k))} + \frac{\|d^{k-1}\|^2}{f^2(x^{k-1}, v(x^{k-1}))},$$

because $|\beta_k| \leq \delta f(x^k, v(x^k))/f(x^{k-1}, v(x^{k-1}))$. Remembering $0 < \gamma^2 \leq \|v(x^k)\|^2 \leq -2f(x^k, v(x^k))$, we obtain

$$\frac{\|d^k\|^2}{f^2(x^k, v(x^k))} \leq \frac{4}{(1-\delta^2)\gamma^2} + \frac{\|d^{k-1}\|^2}{f^2(x^{k-1}, v(x^{k-1}))}. $$
Applying this relation repeatedly, it follows that

\[ \frac{\|d_k\|^2}{f^2(x^k, v(x^k))} \leq \frac{4}{(1 - \delta^2)k} \left( \frac{1}{\gamma^2} k + 4 \frac{\|d_0\|^2}{f^2(x^0, v(x^0))} \right) \]

(23)

Hence,

\[ \frac{f^2(x^k, v(x^k))}{\|d_k\|^2} \geq \frac{\gamma^2(1 - \delta^2)}{4} \frac{1}{k + 1 - \delta^2} \geq \frac{\gamma^2(1 - \delta^2)}{4} \frac{1}{k + 1}. \]

(24)

Consider (i). By the sufficient descent condition (14) and (24) we have

\[ \sum_{k \geq 0} \frac{f^2(x^k, d_k)}{\|d_k\|^2} \geq \sum_{k \geq 0} c^2 \frac{f^2(x^k, v(x^k))}{\|d_k\|^2} \geq c^2 \frac{(1 - \delta^2)\gamma^2}{4} \sum_{k \geq 0} \frac{1}{k + 1} = \infty. \]

We have a contradiction because, under the hypotheses of (i), the Zoutendijk condition (11) holds. Thus, item (i) is demonstrated.

Now let us show item (ii). By (21) we obtain \( f^2(x^k, v(x^k)) \leq \bar{c}^2 \bar{\gamma}^2 \). Therefore, by (23), it follows that

\[ \|d_k\|^2 \leq c_1 k + c_2, \]

where \( c_1 = 4\bar{c}^2 \bar{\gamma}^2 / [\gamma^2(1 - \delta^2)] > 0 \) and \( c_2 = 4\bar{c}^2 \bar{\gamma}^2 / \gamma^2 > 0 \). Then

\[ \sum_{k \geq 0} \frac{1}{\|d_k\|^2} = \infty, \]

which implies by Theorem 4.2(ii) that \( \liminf_{k \to \infty} \|v(x^k)\| = 0 \), contradicting (22).

We clearly have the following corollary.

**Corollary 5.2.** Assume that Assumptions (A1) and (A3) hold. Consider an NLCG algorithm with

\[ \beta_k = \delta \beta_k^{FR}, \quad \text{where} \quad 0 \leq \delta < 1. \]

If \( \alpha_k \) satisfies the strong Wolfe conditions (8), and \( d_k \) is a \( K \)-descent direction of \( F \) at \( x^k \), then \( \liminf_{k \to \infty} \|v(x^k)\| = 0 \).

We point out that the descent condition can be enforced while performing the line search. In the scalar minimization case, if \( |\beta_k| \leq \beta_k^{FR} \) and \( \alpha_k \) satisfies the strong Wolfe conditions (8) with \( \sigma < 1/2 \), it is possible to show that the sufficient descent condition (14) always holds; see [1, 26]. For vector optimization, this is an open question.

**5.2. Conjugate descent.** Next, we derive the convergence result related to the CD parameter, which is given by

\[ \beta_{\text{CD}}^k = \frac{f(x^k, v(x^k))}{f(x^{k-1}, d^{k-1})}. \]

In the following lemma, we show that the NLCG algorithm generates descent directions if \( 0 \leq \beta_k \leq \beta_{\text{CD}}^k \) and the line search satisfies the strong Wolfe conditions.
Lemma 5.3. Consider an NLCG algorithm with $0 \leq \beta_k \leq \beta_k^{CD}$ and suppose that $\alpha_k$ satisfies the strong Wolfe conditions (8). Then $d^k$ satisfies the sufficient descent condition (14) with $c = 1 - \sigma$.

Proof. The proof is by induction. For $k = 0$, since $d^0 = v(x^0)$, $f(x^0, v(x^0)) < 0$, and $0 < \sigma < 1$, we see that inequality (14) with $c = 1 - \sigma$ holds. For some $k \geq 1$, assume that

$$f(x^{k-1}, d^{k-1}) \leq (1 - \sigma)f(x^{k-1}, v(x^{k-1})) < 0.$$ 

Hence, $\beta_k^{CD} > 0$ and $\beta_k$ is well defined. By the definition of $f$ and the strong Wolfe condition (8b), we have

$$f(x^k, d^k) \leq f(x^k, v(x^k)) + \beta_k f(x^k, d^{k-1}) \leq f(x^k, v(x^k)) - \sigma \beta_k f(x^{k-1}, d^{k-1})$$

$$\leq f(x^k, v(x^k)) - \sigma \beta_k^{CD} f(x^{k-1}, d^{k-1}) = (1 - \sigma)f(x^k, v(x^k)),$$

concluding the proof.

Now we show that the NLCG algorithm generates a globally convergent sequence if $\beta_k$ is nonnegative and bounded above by an appropriate fraction of $\beta_k^{CD}$ and the line search satisfies the strong Wolfe conditions. It is worth mentioning that even for the scalar case the conjugate gradient method with $\beta_k = \beta_k^{CD}$ and strong Wolfe line search may not converge to a stationary point; see [15].

Theorem 5.4. Let Assumptions (A1) and (A2) hold. Consider an NLCG algorithm with

$$\beta_k = \eta \beta_k^{CD}, \quad \text{where} \quad 0 \leq \eta < 1 - \sigma.$$ 

If $\alpha_k$ satisfies the strong Wolfe conditions (8), then $\lim \inf_{k \to \infty} \|v(x^k)\| = 0$.

Proof. It follows from Lemma 5.3 that $d^k$ satisfies the sufficient descent condition (14) with $c = 1 - \sigma$ for all $k \geq 0$. Therefore,

$$0 \leq \beta_k = \frac{\eta}{1 - \sigma} \frac{f(x^k, v(x^k))}{f(x^{k-1}, d^{k-1})} \leq \frac{\eta}{1 - \sigma} \frac{f(x^k, v(x^k))}{f(x^{k-1}, v(x^{k-1}))} = \frac{\eta}{1 - \sigma} \beta_k^{FR}.$$ 

Since $0 \leq \eta/(1 - \sigma) < 1$ the proof follows from Theorem 5.1.

5.3. Dai–Yuan. Consider the DY vector parameter

$$\beta_k^{DY} = \frac{-f(x^k, v(x^k))}{f(x^k, d^{k-1}) - f(x^{k-1}, d^{k-1})}.$$ 

Following the methodology of CD, let us prove that the NLCG algorithm with $0 \leq \beta_k \leq \beta_k^{DY}$ and a line search satisfying the strong Wolfe conditions also generates descent directions.

Lemma 5.5. Consider an NLCG algorithm with $0 \leq \beta_k \leq \beta_k^{DY}$ and suppose that $\alpha_k$ satisfies the strong Wolfe conditions (8). Then $d^k$ satisfies the sufficient descent condition (14) with $c = 1/\sigma$.

Proof. We proceed by induction. For $k = 0$, since $d^0 = v(x^0)$, $f(x^0, v(x^0)) < 0$, and $0 < \sigma < 1$, we see that inequality (14) with $c = 1/\sigma$ is satisfied. For some $k \geq 1$, assume that

$$f(x^{k-1}, d^{k-1}) \leq \frac{1}{1 + \sigma} f(x^{k-1}, v(x^{k-1})) < 0.$$
From the Wolfe condition (7b), we obtain
\[ f(x^k, d^{k-1}) \geq \sigma f(x^{k-1}, d^{k-1}) > f(x^{k-1}, d^{k-1}), \]
because \( \sigma < 1 \) and \( f(x^{k-1}, d^{k-1}) < 0 \). Hence, \( \beta^{DY}_{k} > 0 \) and \( \beta_k \) is well defined. By the definition of \( d^k \) and positiveness of \( \beta_k \) we obtain
\[ f(x^k, d^k) \leq f(x^k, v(x^k)) + \beta_k f(x^k, d^{k-1}). \]
If \( f(x^k, d^{k-1}) \leq 0 \) the result holds trivially. Now suppose that \( f(x^k, d^{k-1}) > 0 \). Then,
\[ f(x^k, d^k) \leq f(x^k, v(x^k)) + \beta_k f(x^k, d^{k-1}) \leq f(x^k, v(x^k)) + \beta^{DY}_{k} f(x^k, d^{k-1}). \]
Define \( l_k = f(x^k, d^{k-1})/f(x^{k-1}, d^{k-1}) \). By the strong Wolfe condition (8b) we have \( l_k \in [-\sigma, \sigma] \). Using the above inequality, direct calculations show that
\[ f(x^k, d^k) \leq \frac{1}{1 - l_k} f(x^k, v(x^k)) \leq \frac{1}{1 + \sigma} f(x^k, v(x^k)), \]
which concludes the proof. ∎

We observe that, if \( \alpha_k \) satisfies the standard Wolfe conditions (7), it is possible to show that the DY method generates simple descent directions. In the following, we state the convergence result related to the DY method.

**Theorem 5.6.** Let Assumptions (A1) and (A2) hold. Consider an NLCG algorithm with
\[ \beta_k = \eta \beta^{DY}_{k}, \quad \text{where} \quad 0 \leq \eta < \frac{1 - \sigma}{1 + \sigma}. \]
If \( \alpha_k \) satisfies the strong Wolfe conditions (8), then \( \lim \inf_{k \to \infty} \|v(x^k)\| = 0 \).

**Proof.** It follows from Lemma 5.5 that \( d^k \) satisfies the sufficient descent condition (14) with \( c = 1/(1 + \sigma) \) for all \( k \geq 0 \). Then, by the Wolfe condition (8b), we have
\[ f(x^k, d^{k-1}) - f(x^{k-1}, d^{k-1}) \geq (\sigma - 1)f(x^{k-1}, d^{k-1}) \geq \frac{\sigma - 1}{1 + \sigma} f(x^{k-1}, v(x^{k-1})) > 0. \]
Then,
\[ \frac{-f(x^{k-1}, v(x^{k-1}))}{f(x^k, d^{k-1}) - f(x^{k-1}, d^{k-1})} \leq \frac{1 + \sigma}{1 - \sigma}. \]
Define \( \delta = \eta (1 + \sigma)/(1 - \sigma) \). Thus, by the definition of \( \beta_k \), we obtain
\[
\begin{align*}
\beta_k &= \delta \frac{1 - \sigma}{1 + \sigma} \left[ -f(x^k, v(x^k)) \right] \\
&\leq \delta \frac{1 - \sigma}{1 + \sigma} \left[ -f(x^k, v(x^k)) \right] \left[ -f(x^{k-1}, v(x^{k-1})) \right] \\
&\leq \delta \frac{f(x^k, v(x^k))}{f(x^{k-1}, v(x^{k-1}))} = \delta \beta^{FR}_{k}.
\end{align*}
\]
Since \( 0 \leq \delta < 1 \) the proof follows from Theorem 5.1. ∎
Then, remembering that \( \alpha_k \) satisfies the strong Wolfe conditions (8), we have \( \beta_{k}^{\text{DY}} \leq \frac{1}{\tau} \beta_{k}^{FR} \) and the convergence can be obtained by using Theorem 5.1.

**Theorem 5.7.** Let Assumptions (A1) and (A2) hold. Consider an NLCG algorithm with 

\[
\beta_k = \beta_{k}^{m\text{DY}}.
\]

If \( \alpha_k \) satisfies the strong Wolfe conditions (8), then \( \lim \inf_{k \to \infty} \|v(x^k)\| = 0 \).

**Proof.** Similarly to Lemma 5.5, we may show that \( \beta_{k}^{m\text{DY}} > 0 \) and that \( d^k \) satisfies the sufficient descent condition (14) with \( c = \tau/(\tau + \sigma) \), i.e.,

\[
f(x^k, d^k) \leq \frac{\tau}{\tau + \sigma} f(x^k, v(x^k))
\]

for all \( k \geq 0 \). Note that

\[
f(x^k, d^k) \leq f(x^k, v(x^k)) + \beta_{k}^{m\text{DY}} f(x^k, d^{k-1}) = \tau \beta_{k}^{m\text{DY}} f(x^{k-1}, d^{k-1}),
\]

which implies that

\[
\beta_{k}^{m\text{DY}} \leq \frac{f(x^k, d^k)}{\tau f(x^{k-1}, d^{k-1})}.
\]

Assume by contradiction that there exists \( \gamma > 0 \) such that

\[
\|v(x^k)\| \geq \gamma \quad \text{for all} \quad k \geq 0.
\]

By the definition of \( d^k \), and Lemma 2.4(d) with \( a = \|v(x^k)\|, b = \beta_{k}^{m\text{DY}} \|d^{k-1}\| \), and \( \alpha = 1/\sqrt{2(\tau^2 - 1)} \), we have

\[
\|d^k\|^2 \leq \left[\|v(x^k)\| + \beta_{k}^{m\text{DY}} \|d^{k-1}\|\right]^2 \leq \frac{\tau^2}{\tau^2 - 1} \|v(x^k)\|^2 + \tau^2 (\beta_{k}^{m\text{DY}})^2 \|d^{k-1}\|^2.
\]

Thus, from (25) and (26) and observing that \( f(x^k, v(x^k)) < 0 \), we obtain

\[
\frac{\|d^k\|^2}{f^2(x^k, d^k)} \leq \frac{\tau^2}{\tau^2 - 1} \frac{\|v(x^k)\|^2}{f^2(x^k, d^k)} + \frac{\|d^{k-1}\|^2}{f^2(x^{k-1}, d^{k-1})} \\
\leq \frac{(\tau + \sigma)^2}{\tau^2 - 1} \frac{\|v(x^k)\|^2}{f^2(x^k, v(x^k))} + \frac{\|d^{k-1}\|^2}{f^2(x^{k-1}, d^{k-1})}.
\]

Then, remembering that \( 0 < \gamma^2 \leq \|v(x^k)\|^2 \leq -2f(x^k, v(x^k)) \), we obtain

\[
\frac{\|d^k\|^2}{f^2(x^k, d^k)} \leq \frac{4(\tau + \sigma)^2}{(\tau^2 - 1)\gamma^2} \frac{\|d^{k-1}\|^2}{f^2(x^{k-1}, d^{k-1})}.
\]
Applying the above relation repeatedly, it follows that
\[ \|d_k\|^2 / f^2(x_k, d_k) \leq c_1 k + c_2, \]
where \( c_1 = 4(\tau + \sigma)^2/((\tau^2 - 1)\gamma^2) > 0 \) and \( c_2 = \|v(x^0)\|^2 / f^2(x^0, v(x^0)) > 0 \). Then
\[ \sum_{k \geq 0} f^2(x_k, d_k) \geq \sum_{k \geq 0} c_1 k + c_2 = \infty, \]
contradicting the Zoutendijk condition (11).

5.4. Polak–Ribière–Polyak and Hestenes–Stiefel. In this section, we analyze the convergence of the NLCG algorithm related to the PRP and HS parameters given by
\[ \beta_{PRP}^k = -f(x_k, v(x_k)) + f(x_k^{k-1}, v(x_k)) / -f(x_k^{k-1}, v(x_k^{k-1})) \]
and
\[ \beta_{HS}^k = -f(x_k, v(x_k)) + f(x_k^{k-1}, v(x_k)) / f(x_k, d_k^{k-1}) - f(x_k^{k-1}, d_k^{k-1}). \]
In the scalar minimization case, Powell showed in [49] that the PRP and HS methods with exact line searches can cycle without approaching a solution point. Gilbert and Nocedal [26] proved that global convergence can be obtained for \( \beta_k = \max\{\beta_{PRP}^k, 0\} \) and for \( \beta_k = \max\{\beta_{HS}^k, 0\} \). Dai et al. in [14] showed that the positiveness restriction on \( \beta_k \) cannot be relaxed for the PRP method. We can retrieve these results for the vector optimization context.

Our results in this section are based on the work [26] of Gilbert and Nocedal. They studied the convergence of PRP and HS methods, for the scalar minimization case, introducing the so-called Property \((*)\). The vector extension of this property is as follows.

**Property \((*)\).** Consider an NLCG algorithm and suppose that
\[ 0 < \gamma \leq \|v(x^k)\| \leq \bar{\gamma} \]
for all \( k \geq 0 \). Under this assumption, we say that the method has Property \((*)\) if there exist constants \( b > 1 \) and \( \lambda > 0 \) such that, for all \( k \),
\[ |\beta_k| \leq b \]
and
\[ \|s^{k-1}\| \leq \lambda \Rightarrow |\beta_k| \leq 1 / 2b, \]
where \( s^{k-1} = x^k - x^{k-1} \).

In [26], the authors established global convergence results assuming that the sufficient descent condition holds. On the other hand, Dai et al. showed in [14] that the convergence can be obtained by assuming simple descent. In the present work, we retrieve the results of [14].

We begin by presenting two lemmas. In the first we show that if there exists \( \gamma > 0 \) such that \( \|v(x^k)\| \geq \gamma \) for all \( k \geq 0 \), then the search directions change slowly, asymptotically. In the second lemma, we demonstrate that, in this case, if the method has Property \((*)\), then a certain fraction of the step sizes cannot be too small.
LEMMA 5.8. Suppose that Assumptions (A1) and (A3) hold. Consider an NLCG algorithm where \( \beta_k \geq 0 \), \( d^k \) is a K-descent direction of \( F \) at \( x^k \), and \( \alpha_k \) satisfies the strong Wolfe conditions (8). In addition, suppose that there exists \( \gamma > 0 \) such that \( \|v(x^k)\| \geq \gamma \) for all \( k \geq 0 \). Then

(i) \( \sum_{k \geq 0} \|v(x^k)\|^4 < \infty \),

(ii) \( \sum_{k \geq 1} \|u^k - u^{k-1}\|^2 < \infty \), where \( u^k = d^k/\|d^k\| \).

Proof. Since \( d^k \) is a K-descent direction of \( F \) at \( x^k \), it turns out that \( d^k \neq 0 \). Hence, \( \|v(x^k)\|^4/\|d^k\|^2 \) and \( u^k \) are well defined. The proof of part (i) can be obtained from the proof of Theorem 4.2(ii).

Now consider part (ii). Define \( r^k = v(x^k)/\|d^k\| \) and \( \delta^k = \beta_k \|d_{k-1}\|/\|d_k\| \). Observe that \( u^k = r^k + \delta_k u^{k-1} \). Proceeding as in [26, Lemma 4.1] we obtain \( \|u^k - u^{k-1}\| \leq 2\|r^k\| \). Therefore, using part (i), we have

\[
\gamma^2 \sum_{k \geq 1} \|u^k - u^{k-1}\|^2 \leq 4\gamma^2 \sum_{k \geq 1} \|r^k\|^2 \leq 4 \sum_{k \geq 1} \|r^k\|^2 \|v(x^k)\|^2 \leq 4 \sum_{k \geq 1} \|v(x^k)\|^4/\|d^k\|^2 < \infty,
\]

concluding the proof.

For \( \lambda > 0 \) and a positive integer \( \Delta \), define

\[ K^\lambda_{k,\Delta} = \{ i \in \mathbb{N} \mid k \leq i \leq k + \Delta - 1, \|s^{k-1}\| \geq \lambda \} \]

and denote by \( |K^\lambda_{k,\Delta}| \) the number of elements of \( K^\lambda_{k,\Delta} \).

LEMMA 5.9. Suppose that Assumptions (A1) and (A3) hold. Consider an NLCG algorithm where \( d^k \) is a K-descent direction of \( F \) at \( x^k \), \( \alpha_k \) satisfies the strong Wolfe conditions (8), and assume that the method has Property (\( * \)). If there exists \( \gamma > 0 \) such that \( \|v(x^k)\| \geq \gamma \), for all \( k \geq 0 \), then there exists \( \lambda > 0 \) such that, for any \( \Delta \in \mathbb{N} \) and any index \( k_0 \), there is a greater index \( k \geq k_0 \) such that

\[ |K^\lambda_{k,\Delta}| \geq \frac{\Delta}{2}. \]

Proof. Using Lemma 2.4(c), we have

\[
\|d^l\|^2 \leq (\|v(x^l)\| + \|\beta_l\|d^{l-1}\|)^2 \leq 2\|v(x^l)\|^2 + 2\beta_l^2\|d^{l-1}\|^2 \leq 2\gamma^2 + 2\beta_l^2\|d^{l-1}\|^2
\]

for all \( l \in \mathbb{N} \). Then, we can proceed by contradiction as in [26, Lemma 4.2] to show that there exists \( k_0 \) such that

\[ (28) \quad \|d^l\|^2 \leq \bar{c}(l - k_0 + 2) \]

for any index \( l \geq k_0 + 1 \), where \( \bar{c} \) is a certain positive constant independent of \( l \). On the other hand, from Lemma 5.8(i), we have

\[
\gamma^4 \sum_{k \geq 0} \frac{1}{\|d^k\|^2} \leq \sum_{k \geq 0} \frac{\|v(x^k)\|^4}{\|d^k\|^2} < \infty,
\]

contradicting (28) and concluding the proof.

THEOREM 5.10. Suppose that Assumptions (A1) and (A3) hold. Consider an NLCG algorithm where \( \beta_k \geq 0 \), \( d^k \) is a K-descent direction of \( F \) at \( x^k \), \( \alpha_k \) satisfies the strong Wolfe conditions (8), and assume that the method has Property (\( * \)). Then

\[ \liminf_{k \to \infty} \|v(x^k)\| = 0. \]
Proof. Noting that \( \{x^k\} \) belongs to the bounded set \( \mathcal{L} \), and using Lemmas 5.8 and 5.9, the proof is by contradiction exactly as in [26, Theorem 4.3].

Now we can prove the convergence result related to the PRP and HS parameters.

**Theorem 5.11.** Suppose that Assumptions (A1) and (A3) hold. Consider an NLCG algorithm with

\[
\beta_k = \max \{\beta_k^{PRP}, 0\} \quad \text{or} \quad \beta_k = \max \{\beta_k^{HS}, 0\}.
\]

If \( \alpha_k \) satisfies the strong Wolfe conditions (8), and \( d^k \) is a K-descent direction of \( F \) at \( x^k \), then \( \lim \inf_{k \to \infty} \|v(x^k)\| = 0 \).

Proof. First, observe that if an NLCG algorithm with \( \beta_k \) has Property (*), so does an NLCG algorithm with \( \max \{\beta_k, 0\} \). Therefore, by Theorem 5.10, it is sufficient to prove that PRP and HS methods have Property (*). Assume that (27) holds for all \( k \geq 0 \). Then

\[
f(x^k, v(x^k)) < -\frac{1}{2}\|v(x^k)\|^2 \leq -\frac{1}{2}\gamma^2.
\]

Since \( d^k \) satisfies the sufficient descent condition (14), the relation (21) holds. Hence,

\[
\frac{1}{2}\gamma^2 \leq -f(x^k, v(x^k)) \leq \tilde{c}\gamma,
\]

where \( \tilde{c} \) is such that \( \|JF(x^k)\| \leq \tilde{c} \) for all \( k \geq 0 \). Observe that there exists \( \tilde{w} \in C \) such that

\[
f(x^{k-1}, v(x^k)) = \langle JF(x^{k-1})v(x^k), \tilde{w} \rangle \leq \|JF(x^{k-1})\|\|v(x^k)\| \leq \tilde{c}\gamma,
\]

because \( \|\tilde{w}\| = 1 \). Moreover, from Lemma 2.3 together with Assumption (A1), we have

\[
-f(x^k, v(x^k)) + f(x^{k-1}, v(x^k)) \leq L\|v(x^k)\|\|x^k - x^{k-1}\| \leq L\lambda\gamma,
\]

when \( \|s^{k-1}\| \leq \lambda \).

For the PRP method, define \( b = 4\tilde{c}\gamma/\gamma^2 \) and \( \lambda = \gamma^2/(4L\gamma b) \). By (29) and (30) we have

\[
\left|\beta_k^{PRP}\right| \leq \frac{-f(x^k, v(x^k)) + f(x^{k-1}, v(x^k))}{-f(x^{k-1}, v(x^{k-1}))} \leq \frac{4\tilde{c}\gamma}{\gamma^2} = b,
\]

and, when \( \|s^{k-1}\| \leq \lambda \), it follows from (29) and (31) that

\[
\left|\beta_k^{PRP}\right| \leq \frac{2L\lambda\gamma}{\gamma^2} = \frac{1}{2b}.
\]

Therefore, the PRP method has Property (*).

Now consider the HS method. By the sufficient descent condition (14) and the Wolfe condition (8b) we obtain

\[
f(x^k, d^{k-1}) - f(x^{k-1}, d^{k-1}) \geq \sigma f(x^{k-1}, d^{k-1}) - f(x^{k-1}, d^{k-1})
\]

\[
= -(1-\sigma)f(x^{k-1}, d^{k-1})
\]

\[
\geq -c(1-\sigma)f(x^{k-1}, v(x^{k-1}))
\]

\[
\geq \frac{c(1-\sigma)\gamma^2}{2} > 0.
\]
Define $b = 4\tilde{c}\tilde{\gamma}/[c(1-\sigma)\gamma^2]$ and $\lambda = c(1-\sigma)\gamma^2/(4L\tilde{\gamma}b)$. By (29), (30), and (32),

$$|\beta_k| \leq \frac{-f(x_k, v(x_k)) + |f(x^{k-1}, v(x^{k-1}))|}{f(x_k, d^{k-1}) - f(x^{k-1}, d^{k-1})} \leq \frac{4\tilde{c}\tilde{\gamma}}{c(1-\sigma)\gamma^2} = b.$$ 

Now, if $\|s^{k-1}\| \leq \lambda$, (31) and (32) imply

$$|\beta_k| \leq \frac{2L\lambda\tilde{\gamma}}{c(1-\sigma)\gamma^2} = \frac{1}{2\delta},$$

and we conclude that the HS method has Property (*).

6. Numerical results. Now we present some numerical results to illustrate the NLCG algorithm for the different choices of parameter $\beta_k$ described in section 5. All considered problems are from the multiobjective optimization literature. Thus, in this section, we assume that $K = \mathbb{R}^n$, $C$ is the canonical basis of $\mathbb{R}^m$, and $e = [1, \ldots, 1]^T \in \mathbb{R}^m$ in Definition 3.1.

For computing the steepest descent direction $v(x)$ we solve subproblem (5) using Algencan [4], an augmented Lagrangian code for general nonlinear programming.

We implemented a line search procedure that finds step sizes satisfying the strong Wolfe conditions (8). Let us briefly describe this algorithm without attempting to go into details. Let $d$ be a $K$-descent direction for $F$ at $x$. Since $f(x, d) < 0$, by the definition of $f$, we have that direction $d$ is a descent direction for each scalar function $F_i(x)$, where $i = 1, \ldots, m$. The line search algorithm works on a single scalar function separately. Using the algorithm of Moré and Thuente [45], we first find a step size $\alpha > 0$ satisfying

$$F_i(x + \alpha d) \leq F_i(x) + \rho \alpha f(x, d),$$

$$|\langle \nabla F_i(x + \alpha d), d \rangle| \leq \sigma |f(x, d)|$$

for an index $i \in \{1, \ldots, m\}$. If $\alpha$ also satisfies the vector-strong Wolfe conditions (8), we terminate the line search. Otherwise, we identify another scalar function $F_j(x)$, $j \in \{1, \ldots, m\}$, for which the interval $(0, \alpha)$ contains a step size satisfying (33) for $F_j(x)$. Again, we use the algorithm of Moré and Thuente on $(0, \alpha)$ for $F_j(x)$. This process is repeated until a step size satisfying the strong Wolfe conditions (8) is found. In each iteration $k$, the choice of the initial trial value for the step size is important for the performance of the line search. For $k = 0$ we used $1/\|v(x^0)\|$, and for the subsequent iterations we set it to

$$\alpha_{k-1} = \frac{f(x^{k-1}, d^{k-1})}{f(x^k, d^k)}.$$ 

This is the vector extension of the choice recommended by Shanno and Phua [52] for conjugate gradient methods. We also observe that the line search procedure gives, in the limit, a point $x^k$ with $f(x^k, d^{k-1}) = 0$ provided that $d^{k-1}$ is a $K$-descent direction of $F$ at $x^{k-1}$. Thus, as discussed in section 4, it can be used to enforce the sufficient descent condition (14). In our implementation we set $\rho = 10^{-4}$, $\sigma = 0.1$ in Definition 3.1, and $c = 0.1$ in (14). The values of the constants related to the Wolfe conditions are equal to those adopted in [26] for testing conjugate gradient methods in the scalar minimization case.

We stopped the execution of the NLCG algorithm at $x^k$, declaring convergence if

$$\theta(x^k) \geq -5 \times \text{eps}^{1/2},$$
where \( \theta(x^k) = f(x^k, v(x^k)) + \|v(x^k)\|^2/2 \) and \( \epsilon \) denotes the machine precision given. This is the convergence criterion considered in the numerical tests of [20]. We set \( \epsilon = 2^{-52} \approx 2.22 \times 10^{-16} \) in our experiments. Since, by Lemma 2.2, \( v(x) = 0 \) if and only if \( \theta(x) = 0 \), this is a reasonable stopping criterion. The maximum number of allowed iterations was set to 10000. Codes are written in double precision Fortran 90 and are freely available at https://lfprudente.mat.ufg.br/.

### 6.1. Influence of endogenous parameters.

In the previous section we proved that it is possible to obtain global convergence of the NLCG algorithm with

- \( \beta_k = \delta \beta_k^{FR} \), where \( 0 \leq \delta < 1 \) (Corollary 5.2);
- \( \beta_k = \eta \beta_k^{CD} \), where \( 0 \leq \eta < 1 - \sigma \) (Theorem 5.4);
- \( \beta_k = \eta \beta_k^{DY} \), where \( 0 \leq \eta < (1 - \sigma)/(1 + \sigma) \) (Theorem 5.6);
- \( \beta_k = \beta_k^{mDY} \) with \( \tau > 1 \) (Theorem 5.7).

We start the numerical experiments by checking the influence of the endogenous parameters \( \delta, \eta, \) and \( \tau \) in the robustness of the FR, CD, DY, and mDY methods. Especially in relation to FR and mDY methods, it is natural to question whether we can set \( \delta = 1 \) and \( \tau = 1 \), respectively, in order to achieve convergence. These cases correspond to the “pure” methods of FR and DY, where \( \beta_k = \beta_k^{FR} \) and \( \beta_k = \beta_k^{DY} \).

We considered the following bicriteria problem \( F: \mathbb{R}^n \to \mathbb{R}^2 \) given by

\[
\begin{align*}
F_1(x) &= (x_1 - 1)^4 + \sum_{i=2}^n (x_i - 1)^2, \\
F_2(x) &= (x_2 + 1)^4 + \sum_{i=1, i \neq 2}^n (x_i + 1)^2.
\end{align*}
\]

This problem corresponds to the second example of [51] and we will call it SLC2. SLC2 is a simple convex problem that should not pose major challenges to a global convergent NLCG algorithm. We combined each parameter \( \beta_k \) with different values of \( \delta, \eta, \) and \( \tau \) to generate different methods. In all cases we set \( n = 100 \) and run the NLCG algorithm 200 times using starting points from a uniform random distribution between \([-100 100]^n\). Table 1 reports the percentage of runs that reached a critical point for each combination.

<table>
<thead>
<tr>
<th>FR</th>
<th>( \delta )</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>64.5</td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>97.0</td>
<td></td>
</tr>
<tr>
<td>0.98</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CD</th>
<th>( \eta )</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>72.0</td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>95.0</td>
<td></td>
</tr>
<tr>
<td>0.98</td>
<td>97.0</td>
<td></td>
</tr>
<tr>
<td>0.97</td>
<td>99.5</td>
<td></td>
</tr>
<tr>
<td>0.96</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>1 - \sigma</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DY</th>
<th>( \eta )</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>70.0</td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td>96.0</td>
<td></td>
</tr>
<tr>
<td>0.98</td>
<td>99.5</td>
<td></td>
</tr>
<tr>
<td>0.97</td>
<td>100.0</td>
<td></td>
</tr>
<tr>
<td>( 1 - \sigma ) ( / (1 + \sigma) )</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>mDY</th>
<th>( \tau )</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.00</td>
<td>70.0</td>
<td></td>
</tr>
<tr>
<td>1.01</td>
<td>97.0</td>
<td></td>
</tr>
<tr>
<td>1.02</td>
<td>99.0</td>
<td></td>
</tr>
<tr>
<td>1.03</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

The FR method solved 64.5% of the problems when \( \delta = 1 \), and 97.0% when \( \delta = 0.99 \). All runs reached a critical point when \( \delta = 0.98 \). Similar behavior was
observed for the mDY method: while 97.0% of the problems were solved with $\tau = 1.01$, only 70% were solved with $\tau = 1$. From a theoretical point of view, despite the practical performance of the FR and mDY methods in this example, it remains an open question whether it is possible to ensure global convergence for the “pure” FR and DY methods. With respect to the CD method, 100% of the problems were solved when $\eta = 0.96$. The same robustness was achieved when $\eta = 1 - \sigma = 0.90$. The DY method with $\eta = 1$ corresponds to the mDY method with $\tau = 1$. Thus, in this case, the robustness of the method was 70%. For $\eta = (1 - \sigma)/(1 + \sigma) \approx 0.82$, the DY method reached a critical point in all runs.

Based on the numerical results presented in Table 1 and in agreement with the convergence theory, in the following numerical experiments we fixed

- $\beta_k = 0.98\beta_k^{FR}$ for the FR method,
- $\beta_k = 0.99(1 - \sigma)\beta_k^{CD}$ for the CD method,
- $\beta_k = 0.99(1 - \sigma)/(1 + \sigma)\beta_k^{DY}$ for the DY method,
- $\beta_k = \beta_k^{DY}$ with $\tau = 1.02$ for the mDY method.

We also refer by PRP+ and HS+ to the NLCG algorithm with $\beta_k = \max\{\beta_k^{PRP}, 0\}$ and $\beta_k = \max\{\beta_k^{HS}, 0\}$, respectively.

### 6.2. Multiobjective problem instances.

We tested the NLCG algorithm with different choices of parameter $\beta_k$ in several multiobjective problem instances found in the literature. The results are in Tables 2 and 3. All problems in Table 2 are convex whereas the problems in Table 3 are nonconvex. The names of the problems are those used in the corresponding references. Alternatively, in order to identify a problem, we use the authors names followed by a number to indicate the problem in the corresponding reference (e.g., AP1 corresponds to the first problem of the work [2] of Ansary and Panda). The first column also gives the number of variables $n$ and the number of objectives $m$ of the problem. Problems AP1, AP4, FDS, MOP5, and MOP7 are tricriteria whereas the other ones are bicriteria. Many problems have box constraints in their definitions. In these cases, we simply take the starting point inside the corresponding box and ignore the constraints.

All problems were solved 200 times using starting points from a uniform random distribution inside a box specified in the first column of the tables. Tables 2 and 3 inform for each method the percentage of runs that reached a critical point (%), and for the successful runs the median of number of iterations (it), the median of functions evaluations (evalf), and the median of gradient evaluations (evalg). Thus, for a given method/problem combination, the reported data represent a typical successful run.

We point out that we considered each evaluation of an objective (objective gradient) in the calculation of evalf (evalg).

JOS1 is a simple convex quadratic test problem that was solved with only one steepest descent iteration regardless of the starting point. Other problems that did not present major challenges were Lov1, Lov3, Lov4, MOP5, MOP7, SLC1, and SP1. On the other hand, the NLCG algorithms presented a poor performance in the VU1 problem. In several runs of this problem the line search procedure generated excessively small step sizes impairing the convergence of the NLCG methods.

In almost all instances, the methods have reached a critical point in all runs, which is consistent with the theoretical results. Overall, the PRP+ and HS+ methods were equivalent and presented superior performance. The FR and mDY methods are clearly the least efficient, requiring an exceedingly large numbers of iterations and function/gradient evaluations in various problems. In intermediate positions, the DY
Table 2
Performance of the NLCG algorithms in a collection of convex multiobjective problem instances.

<table>
<thead>
<tr>
<th>Method</th>
<th>% FR</th>
<th>CD</th>
<th>DY</th>
<th>mDY</th>
<th>PRP+</th>
<th>HS+</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP1, [2]</td>
<td>96.0</td>
<td>97.0</td>
<td>98.0</td>
<td>96.5</td>
<td>97.5</td>
<td>97.5</td>
</tr>
<tr>
<td>n = 2</td>
<td>165.0</td>
<td>48.5</td>
<td>33.5</td>
<td>167.0</td>
<td>11.0</td>
<td>11.0</td>
</tr>
<tr>
<td>m = 3</td>
<td>1672.5</td>
<td>537.5</td>
<td>372.0</td>
<td>1693.0</td>
<td>119.0</td>
<td>117.0</td>
</tr>
<tr>
<td>x^0 \in [-100, 100]^n</td>
<td>evalf</td>
<td>1358.5</td>
<td>486.0</td>
<td>335.0</td>
<td>1375.0</td>
<td>99.0</td>
</tr>
<tr>
<td>AP4, [2]</td>
<td>97.0</td>
<td>97.5</td>
<td>97.5</td>
<td>97.5</td>
<td>97.5</td>
<td>97.5</td>
</tr>
<tr>
<td>n = 3</td>
<td>797.0</td>
<td>166.0</td>
<td>101.0</td>
<td>803.0</td>
<td>19.0</td>
<td>18.0</td>
</tr>
<tr>
<td>m = 3</td>
<td>7210.0</td>
<td>1513.0</td>
<td>1106.0</td>
<td>7242.5</td>
<td>203.0</td>
<td>203.0</td>
</tr>
<tr>
<td>x^0 \in [-100, 100]^n</td>
<td>evalg</td>
<td>6394.0</td>
<td>1350.0</td>
<td>912.0</td>
<td>6433.0</td>
<td>181.0</td>
</tr>
<tr>
<td>FDS, [20]</td>
<td>89.0</td>
<td>90.5</td>
<td>91.0</td>
<td>91.0</td>
<td>93.5</td>
<td>93.5</td>
</tr>
<tr>
<td>n = 3</td>
<td>797.0</td>
<td>166.0</td>
<td>101.0</td>
<td>803.0</td>
<td>19.0</td>
<td>18.0</td>
</tr>
<tr>
<td>m = 3</td>
<td>7210.0</td>
<td>1513.0</td>
<td>1106.0</td>
<td>7242.5</td>
<td>203.0</td>
<td>203.0</td>
</tr>
<tr>
<td>x^0 \in [-100, 100]^n</td>
<td>evalf</td>
<td>6394.0</td>
<td>1350.0</td>
<td>912.0</td>
<td>6433.0</td>
<td>181.0</td>
</tr>
<tr>
<td>JOS1, [36]</td>
<td>89.0</td>
<td>90.5</td>
<td>91.0</td>
<td>91.0</td>
<td>93.5</td>
<td>93.5</td>
</tr>
<tr>
<td>n = 100</td>
<td>15741.5</td>
<td>3060.5</td>
<td>1761.5</td>
<td>16045.5</td>
<td>462.5</td>
<td>462.5</td>
</tr>
<tr>
<td>m = 2</td>
<td>15741.5</td>
<td>3060.5</td>
<td>1761.5</td>
<td>16045.5</td>
<td>462.5</td>
<td>462.5</td>
</tr>
<tr>
<td>x^0 \in [-10^4, 10^4]^n</td>
<td>evalg</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
</tr>
<tr>
<td>Lofv, [41]</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>n = 2</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
</tr>
<tr>
<td>m = 2</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
<td>18.0</td>
</tr>
<tr>
<td>x^0 \in [-10, 10]^n</td>
<td>evalf</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
</tr>
<tr>
<td>MOP7, [36]</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>n = 100</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>m = 3</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>x^0 \in [-100, 100]^n</td>
<td>evalg</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>SLC2, [51]</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>n = 100</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>m = 2</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>x^0 \in [-100, 100]^n</td>
<td>evalg</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>SP1, [36]</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>n = 2</td>
<td>7.0</td>
<td>7.0</td>
<td>7.0</td>
<td>7.0</td>
<td>7.0</td>
<td>7.0</td>
</tr>
<tr>
<td>m = 2</td>
<td>62.0</td>
<td>62.0</td>
<td>62.0</td>
<td>62.0</td>
<td>62.0</td>
<td>62.0</td>
</tr>
<tr>
<td>x^0 \in [-100, 100]^n</td>
<td>evalg</td>
<td>56.0</td>
<td>56.0</td>
<td>57.0</td>
<td>56.0</td>
<td>30.0</td>
</tr>
</tbody>
</table>

method appears to be better than the CD method.

Let us take a detailed look at some test problems. Hil1 [34] is given by $F: \mathbb{R}^2 \rightarrow \mathbb{R}^2$, where

$$F_1(x) = \cos(a(x)) \times b(x),$$
$$F_2(x) = \sin(a(x)) \times b(x),$$

with

$$a(x) = (2\pi/360) \left[ 45 + 40 \sin(2\pi x_1) + 25 \sin(2\pi x_2) \right],$$
$$b(x) = 1 + 0.5 \cos(2\pi x_1).$$

Each objective is a periodic function of period 1 with respect to both arguments. Figure 1(a) was obtained by discretizing the domain $[0, 1] \times [0, 1]$ to a fine grid and plotting all the image points. Thus, it provides a good representation of the image space of $F$, and gives us a geometric notion of the Pareto front. The value space generated by the PRP+ method using 200 starting points randomly generated at $[0, 1] \times [0, 1]$ can be seen in Figure 1(b). A full point represents a final iterate while the beginning of a straight segment represents the corresponding starting point. As can be seen from Figure 1(b), given a reasonable number of starting points, the NLCG algorithm was able to estimate the Pareto front of problem Hil1.
Table 3
Performance of the NLCG algorithms in a collection of nonconvex multiobjective problem instances.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>FR</th>
<th>CD</th>
<th>DY</th>
<th>mDY</th>
<th>PRP+</th>
<th>HS+</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP2, [2]</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 2</td>
<td>it</td>
<td>55.2</td>
<td>27.5</td>
<td>30.0</td>
<td>24.0</td>
<td>11.0</td>
</tr>
<tr>
<td>m = 2</td>
<td>evaf</td>
<td>477.0</td>
<td>256.5</td>
<td>264.0</td>
<td>230.5</td>
<td>136.5</td>
</tr>
<tr>
<td>$x^0 \in [-100 100]^n$</td>
<td>evalg</td>
<td>406.5</td>
<td>225.5</td>
<td>236.5</td>
<td>198.0</td>
<td>123.5</td>
</tr>
<tr>
<td>FSR1, [36]</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 2</td>
<td>it</td>
<td>1184.0</td>
<td>258.0</td>
<td>158.5</td>
<td>1205.0</td>
<td>49.0</td>
</tr>
<tr>
<td>m = 2</td>
<td>evaf</td>
<td>9297.0</td>
<td>1878.5</td>
<td>1146.0</td>
<td>9473.0</td>
<td>375.0</td>
</tr>
<tr>
<td>$x^0 \in [-1 1]^n$</td>
<td>evalg</td>
<td>7504.0</td>
<td>1600.5</td>
<td>964.5</td>
<td>7648.0</td>
<td>347.5</td>
</tr>
<tr>
<td>FF1, [36]</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 2</td>
<td>it</td>
<td>292.5</td>
<td>74.5</td>
<td>46.0</td>
<td>296.5</td>
<td>13.0</td>
</tr>
<tr>
<td>m = 2</td>
<td>evaf</td>
<td>2212.5</td>
<td>556.0</td>
<td>360.5</td>
<td>2242.0</td>
<td>103.5</td>
</tr>
<tr>
<td>$x^0 \in [-1 1]^n$</td>
<td>evalg</td>
<td>1814.0</td>
<td>524.0</td>
<td>339.0</td>
<td>1836.5</td>
<td>87.0</td>
</tr>
<tr>
<td>HIL1, [34]</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 2</td>
<td>it</td>
<td>186.5</td>
<td>53.0</td>
<td>35.0</td>
<td>189.5</td>
<td>11.5</td>
</tr>
<tr>
<td>m = 2</td>
<td>evaf</td>
<td>1498.5</td>
<td>424.0</td>
<td>272.5</td>
<td>1522.5</td>
<td>95.0</td>
</tr>
<tr>
<td>$x^0 \in [0 1]^n$</td>
<td>evalg</td>
<td>1133.0</td>
<td>358.0</td>
<td>270.0</td>
<td>1151.0</td>
<td>80.5</td>
</tr>
<tr>
<td>LOV3, [41]</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 2</td>
<td>it</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>m = 2</td>
<td>evaf</td>
<td>21.0</td>
<td>21.0</td>
<td>21.0</td>
<td>21.0</td>
<td>21.0</td>
</tr>
<tr>
<td>$x^0 \in [-100 100]^n$</td>
<td>evalg</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
</tr>
<tr>
<td>LOV4, [41]</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 2</td>
<td>it</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>m = 2</td>
<td>evaf</td>
<td>14.0</td>
<td>14.0</td>
<td>14.0</td>
<td>14.0</td>
<td>14.0</td>
</tr>
<tr>
<td>$x^0 \in [100 100]^n$</td>
<td>evalg</td>
<td>14.0</td>
<td>14.0</td>
<td>14.0</td>
<td>14.0</td>
<td>14.0</td>
</tr>
<tr>
<td>MLF2, [36]</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 2</td>
<td>it</td>
<td>1321.0</td>
<td>266.5</td>
<td>146.5</td>
<td>1315.5</td>
<td>37.0</td>
</tr>
<tr>
<td>m = 2</td>
<td>evaf</td>
<td>10580.9</td>
<td>2964.0</td>
<td>1033.5</td>
<td>10546.5</td>
<td>313.5</td>
</tr>
<tr>
<td>$x^0 \in [100 100]^n$</td>
<td>evalg</td>
<td>7970.5</td>
<td>1891.5</td>
<td>927.0</td>
<td>7955.5</td>
<td>308.0</td>
</tr>
<tr>
<td>MMR1, [44]</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 2</td>
<td>it</td>
<td>49.5</td>
<td>25.0</td>
<td>18.0</td>
<td>49.5</td>
<td>8.0</td>
</tr>
<tr>
<td>m = 2</td>
<td>evaf</td>
<td>400.0</td>
<td>202.5</td>
<td>148.0</td>
<td>400.0</td>
<td>65.0</td>
</tr>
<tr>
<td>$x^0 \in [100 100]^n$</td>
<td>evalg</td>
<td>310.0</td>
<td>176.0</td>
<td>130.5</td>
<td>310.0</td>
<td>51.0</td>
</tr>
<tr>
<td>MMR6, [44]</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 100</td>
<td>it</td>
<td>6501.0</td>
<td>1363.0</td>
<td>809.5</td>
<td>6639.5</td>
<td>282.0</td>
</tr>
<tr>
<td>m = 2</td>
<td>evaf</td>
<td>47595.0</td>
<td>7399.5</td>
<td>3571.5</td>
<td>47373.5</td>
<td>1920.5</td>
</tr>
<tr>
<td>$x^0 \in [-5 5]^n$</td>
<td>evalg</td>
<td>43742.5</td>
<td>7168.0</td>
<td>3538.5</td>
<td>43274.5</td>
<td>1825.0</td>
</tr>
<tr>
<td>MLF2P, [36]</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 2</td>
<td>it</td>
<td>86.0</td>
<td>33.0</td>
<td>23.0</td>
<td>86.0</td>
<td>9.0</td>
</tr>
<tr>
<td>m = 2</td>
<td>evaf</td>
<td>688.5</td>
<td>265.0</td>
<td>185.0</td>
<td>688.5</td>
<td>71.5</td>
</tr>
<tr>
<td>$x^0 \in [-1 1]^n$</td>
<td>evalg</td>
<td>596.0</td>
<td>240.0</td>
<td>165.5</td>
<td>594.0</td>
<td>59.5</td>
</tr>
<tr>
<td>MOF2, [36]</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 2</td>
<td>it</td>
<td>17.0</td>
<td>13.0</td>
<td>12.0</td>
<td>17.0</td>
<td>7.0</td>
</tr>
<tr>
<td>m = 2</td>
<td>evaf</td>
<td>134.0</td>
<td>100.0</td>
<td>91.0</td>
<td>140.0</td>
<td>68.0</td>
</tr>
<tr>
<td>$x^0 \in [-5 5]^n$</td>
<td>evalg</td>
<td>121.0</td>
<td>89.5</td>
<td>80.0</td>
<td>122.0</td>
<td>61.0</td>
</tr>
<tr>
<td>MOF5, [36]</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 2</td>
<td>it</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>m = 3</td>
<td>evaf</td>
<td>21.0</td>
<td>21.0</td>
<td>21.0</td>
<td>21.0</td>
<td>21.0</td>
</tr>
<tr>
<td>$x^0 \in [-1 1]^n$</td>
<td>evalg</td>
<td>22.0</td>
<td>22.0</td>
<td>22.0</td>
<td>22.0</td>
<td>22.0</td>
</tr>
<tr>
<td>SR2, [36]</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 2</td>
<td>it</td>
<td>1396.0</td>
<td>224.5</td>
<td>125.0</td>
<td>1082.0</td>
<td>34.5</td>
</tr>
<tr>
<td>m = 2</td>
<td>evaf</td>
<td>9151.0</td>
<td>1729.0</td>
<td>849.5</td>
<td>7588.0</td>
<td>271.0</td>
</tr>
<tr>
<td>$x^0 \in [-10 10]^n$</td>
<td>evalg</td>
<td>7847.0</td>
<td>1523.5</td>
<td>774.0</td>
<td>6509.0</td>
<td>239.5</td>
</tr>
<tr>
<td>SLC1, [51]</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 2</td>
<td>it</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>m = 2</td>
<td>evaf</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
<td>20.0</td>
</tr>
<tr>
<td>$x^0 \in [-5 5]^n$</td>
<td>evalg</td>
<td>21.0</td>
<td>21.0</td>
<td>21.0</td>
<td>21.0</td>
<td>22.0</td>
</tr>
<tr>
<td>VUT, [36]</td>
<td>%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n = 2</td>
<td>it</td>
<td>4304.5</td>
<td>3813.0</td>
<td>2683.0</td>
<td>4388.0</td>
<td>951.5</td>
</tr>
<tr>
<td>m = 2</td>
<td>evaf</td>
<td>34436.0</td>
<td>30504.0</td>
<td>20735.0</td>
<td>35104.0</td>
<td>4246.0</td>
</tr>
<tr>
<td>$x^0 \in [-3 3]^n$</td>
<td>evalg</td>
<td>25841.0</td>
<td>23380.0</td>
<td>20716.5</td>
<td>26342.0</td>
<td>4242.0</td>
</tr>
</tbody>
</table>

1 We consider a modified version of this problem. We set $F_1(x) = 1 + x_1^2$ and $F_2(x) = \Psi(x_2)/F_1(x)$, where $\Psi(x_2)$ is defined in [44].
Consider problem MMR5 [44] given by

\[ F_1(x) = \left( \frac{1}{n} \sum_{k=1}^{n} \left[ x_k^2 - 10 \cos(2\pi x_k) + 10 \right] \right)^{1/4}, \]

\[ F_2(x) = \left( \frac{1}{n} \sum_{k=1}^{n} \left[ (x_k - 1.5)^2 - 10 \cos(2\pi (x_k - 1.5)) + 10 \right] \right)^{1/4}. \]

We tested the FR and HS+ methods, varying the domain of the starting points. We set \( n = 100 \) and chose the starting points from a uniform random distribution belonging to the box indicated in the first column of Table 4. Each instance was run 200 times.

**Table 4**

*Performance of the FR and HS+ methods on problem MMR5, varying the domain of the starting points.*

<table>
<thead>
<tr>
<th>( x^0 )</th>
<th>FR</th>
<th>HS+</th>
</tr>
</thead>
<tbody>
<tr>
<td>([-5,5]^n)</td>
<td>88.0</td>
<td>100.0</td>
</tr>
<tr>
<td>([-50,50]^n)</td>
<td>100.0</td>
<td>2865.5</td>
</tr>
<tr>
<td>([-500,500]^n)</td>
<td>100.0</td>
<td>3545.5</td>
</tr>
<tr>
<td>([-1000,1000]^n)</td>
<td>100.0</td>
<td>3018.0</td>
</tr>
<tr>
<td>([-2000,2000]^n)</td>
<td>100.0</td>
<td>2858.0</td>
</tr>
</tbody>
</table>

For this problem, Table 4 indicates that the methods are robust with respect to the choice of the starting points. Observe that, especially for the FR method, in some instances the NLQG algorithm presented superior performance when the box was extended.

Finally, we tested the PRP+ method in larger instances of problems FDS, MMR5, and SLC2, varying the dimensions. For each problem and value of \( n \) we ran the
methods 200 times using starting points from a uniform random distribution belonging

to the corresponding boxes, as reported in Tables 2 and 3. The results are in Table 5. 

As we can see, the PRP+ method solved large instances of these problems. FDS is 
given by

\[
F_1(x) = \frac{1}{n^2} \sum_{i=1}^{n} i(x_i - i)^4,
\]

\[
F_2(x) = \exp \left( \sum_{i=1}^{n} \frac{x_i}{n} \right) + \|x\|_2^2,
\]

\[
F_3(x) = \frac{1}{n(n+1)} \sum_{i=1}^{n} i(n - i + 1)e^{-x_i}.
\]

In [20], the authors said that the numerical difficulty of this problem sharply increases 
with the dimension \(n\). For comparative purposes, the authors reported in [20] that 
the proposed Newton method reached the maximum number of iterations allowed 
(500 iterations) in 166 of the 200 runs when \(n = 200\). This suggests that the NLCG 
algorithm is potentially able to solve large and difficult problems.

7. Final remarks. In this work, we have proposed nonlinear conjugate gradient 
methods for solving unconstrained vector optimization problems. Throughout 
the paper all the assumptions are natural extensions of those made for the scalar 
minimization case. The vector extensions of the Fletcher-Reeves, conjugate descent, 
Dai-Yuan, Polak-Ribiére-Polyak, and Hestenes-Stiefel parameters were considered. 
In particular, we showed that it is possible to obtain global convergence of the NLCG 
algorithm with any fraction of the FR parameter. However, whether the FR method, 
with inexact line searches, automatically generates descent directions remains an open 
question. We also showed that if the parameter \(\beta_k\) is nonnegative and bounded above 
by an appropriate fraction of the CD parameter, global convergence can be achieved. 
With respect to the PRP and HS parameters, all convergence results present in [26]
for the classical optimization were retrieved. In addition, we proposed a slight modification in DY parameter for which it was possible to show global convergence. The convergence analyses were made assuming inexact line searches and without regular restarts.

We implemented and tested the NLCG algorithm with the different choices of parameter $\beta_k$ in several multiobjective problem instances found in the literature. Convex and nonconvex problems were considered. In agreement with the theoretical results, the numerical experiments indicate that the considered methods are robust on the chosen set of test problems. In a particular instance, we also investigated the ability of the method to estimate the Pareto front. The numerical results presented are the first steps towards verifying the practical reliability of the NLCG algorithm. We intend to study the NLCG algorithm from the point of view of actual implementations and provide comparisons with alternative approaches.

Regarding the line search procedure, we have introduced the standard and strong Wolfe conditions for vector optimization, and showed the existence of intervals of step sizes satisfying them. Moreover, Proposition 3.2 sheds light on algorithmic properties and suggests the implementation of a Wolfe-type line search procedure. We also introduced the Zoutendijk condition for vector optimization and proved that it is satisfied for a general descent line search method. As far as we know, this is the first paper in which this type of result has been presented in the vector optimization context. We expect that the proposed extensions of Wolfe and Zoutendijk conditions can be used in the convergence analysis of other methods.

It is worth mentioning that the positiveness of parameter $\beta_k$ seems to be essential for obtaining methods that generate descent directions. Lemma 4.1 and the technique used in its proof corroborate this intuition. In [31], Hager and Zhang proposed an efficient conjugate gradient method for scalar minimization for which the parameter $\beta_k$ can be negative. A challenging problem is to extend their work for the vector-valued optimization.
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